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Abstract—Image registration is an essential step in many image
processing applications that need visual information from mul-
tiple images for comparison, integration, or analysis. Recently,
researchers have introduced image registration techniques using
the log-polar transform (LPT) for its rotation and scale invariant
properties. However, it suffers from nonuniform sampling which
makes it not suitable for applications in which the registered im-
ages are altered or occluded. Inspired by LPT, this paper presents
a new registration algorithm that addresses the problems of the
conventional LPT while maintaining the robustness to scale and
rotation. We introduce a novel adaptive polar transform (APT)
technique that evenly and effectively samples the image in the
Cartesian coordinates. Combining APT with an innovative pro-
jection transform along with a matching mechanism, the proposed
method yields less computational load and more accurate registra-
tion than that of the conventional LPT. Translation between the
registered images is recovered with the new search scheme using
Gabor feature extraction to accelerate the localization procedure.
Moreover an image comparison scheme is proposed for locating
the area where the image pairs differ. Experiments on real images
demonstrate the effectiveness and robustness of the proposed
approach for registering images that are subjected to occlusion
and alteration in addition to scale, rotation, and translation.

Index Terms—Adaptive polar transform (APT), alteration,
image registration, occlusion, rotation, scale, translation.

I. INTRODUCTION

I MAGE registration is a process of aligning two images that
share common visual information such as images of the

same object or images of the same scene taken at different geo-
metric viewpoints, different time, or by different image sensors.
Image registration is an essential step in many image processing
applications that involve multiple images for comparison, inte-
gration or analysis such as image fusion, image mosaics, image
or scene change detection, and medical imaging. The main ob-
jective of image registration is to find the geometric transfor-
mations of the model image, , in the target image, , where

and is a 2-D geometric transfor-
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mation that associates the coordinates in with the
coordinates in . These 2-D geometric transformations

include scale, rotation, and translation in the Cartesian coordi-
nates. The model image is often presented in the form of image
patch that is cropped from the reference image. For the case that
the entire reference image is desired to be registered to the target
image, the reference image is considered the model image.

Many image registration methods have been proposed in
the past 20 years [1]–[8], which can be categorized into two
major groups: the feature-based approach and the area-based
approach. The feature-based approach uses only the correspon-
dence between the features in the two images for registration.
The features can be color gradient, edges, geometric shape and
contour, image skeleton, or feature points. Recently, Lowe et al.
[9] introduce the so called SIFT method that can extract image
features that are invariant to illumination change, scale, and
rotation. Another well know method using a combination of
Harris corner detection [10] and Laplacian of Gaussian to ex-
tract features that are invariant to scale and rotation is proposed
in [11]. Since only the features are involved in the registra-
tion, the feature-based approach has advantages in registering
images that are subjected to alteration or occlusion. However,
the use of the feature-based approach is recommended only
when the images contain enough distinctive features [12]. As a
result, for some applications such as medical imaging, in which
the images are not rich in detail and features are difficult to
be distinguished from one another, the feature-based approach
may not perform effectively. This problem can be overcome by
the area-based approach.

The common area-based approach is the normalized cross-
correlation [7]. Another correlation based technique which is
more robust to noise and changes in the image intensity than the
cross-correlation technique is the phase correlation [8], in which
the normalized cross-power spectrum between the two images is
computed in the frequency domain. Although the correlation ap-
proaches show successful results in registering images that yield
translation in the Cartesian, they both fail in the case where there
are changes in scale or rotation between the two images. Com-
bining the phase correlation technique with the log-polar trans-
form (LPT), the Fourier-Mellin [5], [13] approach is proposed
as a breakthrough area-based method that yields invariant prop-
erties to translation, scale and rotation. However, recent studies
[4] and [14] indicate that the Fourier-Mellin method is able
to recover only a fair amount of rotation and scale. Moreover
Fourier transform introduces a problem of border effect where
rotation and scale affect the aliasing of the image. Another work
in image registration that uses the advantage of LPT is proposed
in [4]. Unlike the Fourier-Mellin approach in which matching
and localization procedures are performed in the frequency do-
main, the registration method proposed by Zokai et al. is per-
formed entirely in the spatial domain. The translation parameter
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is recovered by using the coarse-to-fine multiresolution frame-
work, while the scale and rotation parameters are obtained by
matching the log-polar transformed images using the cross-cor-
relation function.

LPT is a well known tool for image processing for its rotation
and scale invariant properties [4], [15]–[23]. Scale and rotation
in the Cartesian coordinates appear as translation or shifting
in the log-polar domain. These invariant properties make LPT
based image registration robust to scale and rotation. However,
LPT suffers from the nonuniform sampling. One major problem
of that is the high computational cost in the transformation
process, which comes from the oversampling at the fovea in the
spatial domain. Since no information is gained from oversam-
pling, this computation is wasted. Another major problem of
LPT is the bias matching. With LPT, the matching mechanism
focuses only at the fovea or the area close to the center point
of the transformation, while the peripheral area is given less
consideration. Furthermore, occlusions and alterations between
the two images may occur which is not considered by LPT. For
example, the satellite images of the same location but taken at
different times may contain occlusion due to climate change
or cloud. In order to effectively register the two images, image
registration method that is invariant to occlusion and alteration
is needed.

Motivated by these observations of the conventional LPT, our
work attempts to effectively register two images that are sub-
jected to occlusion and alteration in addition to scale, rotation
and translation. We introduce adaptive polar transform (APT)
technique in the spatial domain that evenly samples the image.
We further apply the projection transform to the transformed
image to reduce the image from 2-D to 1-D vector. With APT
and the projection transform, rotation and scale in the Carte-
sian appear as shifting and variable-scale in the transformed do-
main. The new method requires less computational cost in the
transformation process than that of the conventional LPT, while
maintaining the robustness to the changes in scale and rotation.
We further introduce a new search method that efficiently uses
the scale and rotation invariant feature points to eliminate the
exhaustive search for all the possible translations of the model
image. Another contribution of this work is the image compar-
ison scheme in the projection domains that is designed for lo-
cating the areas that are subjected to occlusions and alterations
in the image. This information is useful for many applications
such as medical imaging or scene change detection. For ex-
ample, medical images of the same patient that are taken before
and after the surgery are registered, compared and analyzed to
evaluate the progress of the surgery. It is valuable for the image
registration system to not only align the images, but also to au-
tomatically locate the area where the two images differ. This
information would ease the doctor for comparing and analyzing
the medical images. We denote the area that contains alteration
or occlusion as the altered area.

This paper is organized as follows: in Section II we describe
our proposed APT approach in detail. The background of the
conventional LPT approach and its problems is also discussed in
this section. Section III presents the new image registration ap-
proach using APT. The proposed method consists of three major
components: localization, in which the translation between the
model image and target image is recovered, APT matching, an

Fig. 1. LPT mapping: (a) LPT sampling in the Cartesian coordinates; (b) the
resulting sample distribution in the angular and log-radius directions. Note that
in (a), the distance between consecutive sampling points in the radius direction
increases exponentially from center to the furthest circumference due to the log-
arithm sampling.

effective mechanism using APT and the projection transform to
match and accurately obtain the scale and the rotation param-
eters between the two images, and image comparison, a novel
image comparison scheme in the projection domain that can ef-
fectively and automatically locate the altered area without sacri-
ficing additional computational cost to the system. Experiments
and results are given in Section IV including comparisons to the
conventional LPT. Finally our work is summarized in Section V.

II. ADAPTIVE POLAR TRANSFORM APPROACH

Inspired by the scale and rotation invariance properties of the
conventional LPT approach, we propose a novel image transfor-
mation scheme, APT, that is designed to address the two major
problems of LPT: the high computational cost in the transfor-
mation procedure and the bias matching due to the nonuniform
sampling, while maintaining all the advantages. Section II-A
briefly introduces LPT and its advantages for image registra-
tion. Section II-B presents the motivation of the proposed APT
approach. Sections II-C and II-D present the proposed APT and
the projection transform, respectively.

A. Background of the Conventional LPT

For image processing applications, LPT is a nonlinear and
nonuniform sampling method used to convert image from
the Cartesian coordinates to the log-polar coordinates

. The mathematical expression of the mapping pro-
cedure is shown as follows:

(1)

(2)

where is the center pixel of the transformation in the
Cartesian coordinates. denotes the sampling pixel in the
Cartesian coordinates and denotes the log-radius and the
angular position in the log-polar coordinates. For the sake of
simplicity, we assume the natural logarithmic is used in this
paper. Sampling is achieved by mapping image pixels in the
Cartesian to the log-polar coordinates according to (1) and (2).
Fig. 1 shows an example of the sampling point for image in the
Cartesian coordinates and the transformed result. As shown in
Fig. 1(a), the distance between two consecutive sampling points
in the radius direction increases exponentially from center to the
furthest circumference. In the angular direction, for each radius,
the circumference is sampled with the same number of samples.
Hence, image pixels close to the center are oversampled while
image pixels further away from the center are undersampled or
missed.
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Fig. 2. (a) Original image Lena; (b) the scaled and rotated image of (a); (c) the
LPT transformed image of (a); (d) the LPT transformed image of (b).

The advantage of using log-polar over the Cartesian coordi-
nate representation is that any rotation and scale in the Carte-
sian coordinates is represented as shifting in the angular and the
log-radius directions in the log-polar coordinates, respectively,
as shown in Fig. 2. Fig. 2(a) is the original image and Fig. 2(b)
is the scaled and rotated version of the original image. Fig. 2(c)
and (d) are the LPT images of Fig. 2(a) and (b), respectively.
The column of the log-polar coordinates represents the angular
direction while the row represents the log-radius. We can see
that rotation and scale in the Cartesian coordinates are repre-
sented as shifting in the log-polar coordinates.

B. Motivation of the Proposed Approach

Although LPT has been widely used in many image pro-
cessing applications, it suffers from nonuniform sampling. As
shown in Fig. 1(a), as the radius of the mapping increases, pixels
in the Cartesian coordinates are sampled with less number of
times. This nonuniform sampling would cause image pixels that
are far away from the center point to be missed. This phenom-
enon yields losses in image information which will eventually
decrease the accuracy of the registration system. To prevent any
image pixel from being missed in the mapping process, large
numbers of samples are required in both the log-radius and the
angular directions. We denotes and as numbers of sam-
ples in the log-radius and the angular directions, respectively.
We also denote as the radius size in pixel for ,
which will be sampled equally to cover 360 degrees in the an-
gular direction for . To prevent undersampling in
the log-radius direction, the condition of has
to be met. It can be easily found that the following equations
should hold:

(3)

(4)

In the angular direction, the greatest sampling circumference,
, contains approximately image pixels. Hence,

we need to have the number of samples in the angular direction
equal or greater than that amount to prevent image pixels being
missed in the sampling procedure

(5)

For the sake of simplicity, and can be selected in the
form of multiple power of two. This will not only make the
computation simpler, but also accelerate the matching which is

Fig. 3. Example of inaccurate registration results using the conventional LPT
due to occlusion in the target image: (a) the model image patch cropped from
Lena image is registered to the nonoccluded target image on the upper-right and
occluded target image on the lower-right, where the red rectangular indicate
the registration results, (b) the correction coefficients when registering to the
nonoccluded target image, and (c) the correction coefficients when registering
to the occluded target image.

usually carried out by cross-correlation [7] or by Fourier phase
correlation [8]. Hence, (4) and (5) can be expressed as

(6)

The operation denotes the nearest integers greater than
or equal to . With the proposed numbers of samples to be used
in the computation of LPT, image pixels in the Cartesian coor-
dinates will not be missed in the mapping process. The pixels
at the circumference will be mapped to the log-polar coordi-
nates at approximately one-to-one. However, image pixels at the
fovea will be oversampled. Since no information is gained from
oversampling, the computation is wasted. For an image of size
256 256 pixels, the minimum 613 samples in the log-radius
and 805 samples in the angular directions are required (1024
samples in both the log-radius and the angular directions in the
case of power of 2 number). It can be easily seen that the re-
quired number of samples is too large compared to the original
size of the image in the Cartesian coordinates.

Another major problem of using the conventional LPT for
image registration is the bias matching. Since the number of
samples at the fovea of the image is larger than that of the periph-
eral, the matching mechanism will also focus more on the fovea
or central area while the peripheral area is given less considera-
tion. Hence, using the conventional LPT for image registration
yields inaccurate result when there are changes in the image,
especially at the area close to the center point. Fig. 3 shows an
example of registering the Lena image patch to the nonoccluded
target image [the upper image on the right of Fig. 3(a)] and to the
occluded target image [the lower image on the right of Fig. 3(a)],
respectively. In this demonstration, an artificial block of 20 20
pixels is used as occlusion. The sensitivity of the matching is
evaluated through the correlation function between the model
image and the target image (referring to the registration method
using the conventional LPT proposed in [4]). Fig. 3(b) and (c)
shows the correlation coefficients at the point where the model
image and the target image are matched in case of the nonoc-
cluded target image and the occluded target image, respectively.
In this demonstration, it can be seen that the conventional LPT
performs effectively in registering images in the normal con-
dition. Fig. 3(b) shows the strong peak of the correlation co-
efficients and Fig. 3(a) (upper-right image) indicates accurate
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registration result. However, when part of the target image con-
tains occlusion, the peak of the correction is reduced dramati-
cally to the point that it is difficult to locate the peak, as shown
in Fig. 3(c). In fact, the peak of the correlation coefficients is
mislocated (false peak). Therefore, the registration result using
the conventional LPT in this case yields errors for both scale and
rotation, as shown in the lower-right image in Fig. 3(a). Since
the method yields high sensitivity to changes in the image, es-
pecially at the area close to the fovea, the conventional LPT is
not suitable for registering image that is occluded or altered.

C. Proposed APT Approach

The objective of our proposed APT is to address the two
major problems of the conventional LPT: the uneven sampling
to the entire transformed image, and the computational waste
due to the oversampling at the fovea. It can be seen that the cause
of the problems comes from the fact that the number of samples
of the conventional LPT increases exponentially from the pe-
ripheral to the fovea. Hence, when the transformed image is used
for matching, more consideration is given to the fovea than to the
other area of the image. To address these problems, we propose
a novel APT approach that yields robustness in registering im-
ages that subjects to occlusion and alteration, while maintaining
sufficiently low computational cost during the transformation.

We denote and as the numbers of samples in the radius
and the angular directions, respectively. For APT, given a square
image with the size of pixels that we want to
evenly sample and transform from the Cartesian to polar coordi-
nates, the parameter should be greater or equal to . We
denote as a size of radius in pixel for the sample in the ra-
dius direction, and the sampling circumference at . Hence,

. In the conventional LPT and polar trans-
form, is sampled equally with the fixed numbers of sample,

, to cover 360 degree. To effectively sample the image, the
parameter needs to be adaptive. Since each circumference

covers approximately pixels, the number of samples in
the angular direction for each sample in the radius direction,

, should also be adjusted accordingly. For the sake of sim-
plicity, we estimate . Hence, the effective value of
the sampling parameters and can be expressed as

(7)

The complete implementation to transform a square image with
the size pixels in the Cartesian to adap-
tive polar image is shown as follows:

for to do

for to do

end for

end for

As shown in Fig. 4(a), the number of samples in the angular
direction of APT is distributed adaptively according to the size
of the radius. The result in this step is a series of sample bins

Fig. 4. APT mapping: (a) adaptive sampling in the spatial domain with more
samples in the angular direction as the radius increases, (b) the resulting sample
distribution in the angular and radius directions. Note that in (a), the distance
between consecutive sampling points in the radius direction remains the same
for all radius circumferences and so does the angular direction.

Fig. 5. Examples of APT: (a) the original Lena image, (b) the APT transformed
image of (a), (c) the scaled and rotated image of (a), and (d) the APT transformed
image of (c).

arranged in the step-like manner as shown in Fig. 4(b), i.e., as
increases, the length of the sample bins (number of samples

in ) increases. The total number of samples is less than what
is needed for the conventional LPT methods to have the same
sampling resolution. Since sampling involves interpolation in
both cases, which requires high computation, the reduction of
samples in APT accelerates the computation. The results of ap-
plying APT to the Lena image and the scaled and rotated version
of Lena are shown in Fig. 5.

D. Projection Transform

As shown in Fig. 5(b) and (d), the result from adaptive
sampling is a series of sample bins arranged in the step-like
manner which do not show coordinate shifts for scaled and
rotated image as in LPT any longer. To maintain the advantages
of scale and rotation invariance in LPT, we use an innovative
projection transform method which projects the 2-D image
on the radius and angular coordinates, respectively. From the
two projections, we can accurately calculate the scale and
rotation parameters, for which the details will be elaborated in
Section III. For now we define the projection transform for the
APT transformed image.

Given a transformed image that consists of
sample bins in which each bin has the length of for

. We denote and as the number of
samples in the angular direction at , the projection
on the radius coordinate, and the projection on the angular
coordinate, respectively. The mathematical expressions of
and are as follows:

(8)
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Fig. 6. Effects of the changes in scale and rotation in the Cartesian coordinates to the projections� and�: (a) the scale change in the Cartesian (scale factor of 1.2
is applied to Lena image) appears as variable-scale in the projection �, while the projection � becomes slightly altered, (b) the rotation in the Cartesian (rotation
parameter of 45 degrees is applied to Lena image) appears as shifting in the projection�, while there is no change in the projection �, and (c) the changes in both
scale and rotation and in the Cartesian (scale and rotation parameters of 1.2 and 45 degrees, respectively are applied to Lena image) appear as variable-scale in
projection � and shifting in projection �, respectively.

(9)

where

(10)
The operation denotes the nearest integers less than
or equal to . The results of the projection transform, vectors
and will have the dimension of and , respectively. Both
projections and are normalized to reduce the effect of il-
lumination changes. The computation of projection is simple
and does not require interpolation. The computation of projec-
tion , on the other hand, requires 1-D interpolation, as shown
in (9).

Examples of the projections of APT of the Lena image and its
scaled and rotated version are shown in Fig. 6. It can be seen that
the scale change in the Cartesian appears as the variable-scale
in the projection (i.e., from to ) and the rotation
change in the Cartesian appears as shifting in the projection .

III. NEW IMAGE REGISTRATION APPROACH USING APT

A. Localization

In order to fully exploit the advantage of APT, the translation
parameter between the two images has to be found. The simplest
solution is to perform the exhaustive search, in which the APT
is computed for every pixel in the target image and the trans-

lation parameter is found from the image pixel that yields the
best matching result to the APT of the model image. Since it is
computationally expensive to perform the exhaustive search, an
innovative method to reduce the space of search is needed. Many
works have proposed methods to speed up the search procedure.
Fourier-Mellin [5], [13] uses the Fourier phase correlation to re-
cover the translation before computing the log-polar matching
in the frequency domain. However, a recent study [14] indicates
the aliasing problem from using the phase magnitude of FFT to
recover the translation (of the center point). Zokai et al. [4] uses
a multiresolution imaging technique to reduce the computation
cost of translation recovery by searching from the coarsest to the
finest level. This technique, however, performs well only when
the target image contains enough low frequency information and
that low frequency component is not distorted by noise. We in-
troduce a new method to accelerate the search procedure. The
new method is based on a reduced set of feature points.

In order to avoid the exhaustive search of the target image
for the model image, we reduce the search from every pixel
of the target image to a set of feature points only. These fea-
ture points are obtained by applying Gabor transform to every
pixel and selecting those pixels which generate high energy in
the wavelet domain. Apparently, the number of feature points is
much smaller than that of the pixels in the target image, while
the computation of the Gabor wavelet transform is much lower
than that of APT. Thus, the computation load is much lighter
than the exhaustive search using APT. The reason we choose
Gabor wavelet for extracting feature points is due to its invariant
properties to scale, rotation, and noise. More details of the Gabor
feature extraction method can be found in [16].
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Fig. 7. Feature point extraction and localization procedure.

First, feature points are extracted from both the reference
image and the target image. We denote
and as sets of feature points in the ref-
erence image and in the target image, respectively. The super-
scription and denote the model (reference) image and the
target image, and and are the number of feature points
in the reference image and the number of feature points in the
target image, respectively. To crop the model image out of the
reference image, we manually select one of the feature points in
the reference image as a center point for APT and choose the
size of the radius for the transformation that sufficiently
covers the model image to compute APT and the projections
of APT, and . These projections and repre-
sent the model image. We note that for the case where the entire
reference image is desired to be registered to the target image
(model image is the reference image), the process of selecting
feature point can be performed automatically by selecting
the feature point that locates closest to the center of the model
image. The size of the radius for the transformation can
be computed as the minimal distance from the feature point to
four boundaries in axes of the model image. To recover
the translation between the model image and the target image,
we need to find the corresponding feature point in the target
image that relates with the feature point in the model image.

Fig. 7 shows an example of the localization procedure. On the
left is the reference image (Lena with the size 256 256 pixels)
with 166 feature points identified. The model image is created
by selecting one of the feature points in the reference image
as the origin, and is cropped to a circular image patch that covers
the area desired to be registered to the target image. On the
right is the target image (Lena that is scaled by 0.7 and rotated
by 30 degrees, the size of the image is 256 350 pixels) with
180 feature points identified. To recover the translation between
the model image and the target image, we need to locate the
corresponding feature point in the target image. As shown in
Fig. 7, the search space is limited to only a set of feature points
in the target image, which is approximately 0.2% of the total
number of pixels in the target image in this example. Hence, the
search space is much smaller than that of the exhaustive search
strategy.

The number of feature points identified varies depending on
the richness of details in the image. In general, the number of
feature points identified using the proposed method is approx-
imately 0.1% -1% of the total number of pixels in the image.
And for most images, these amounts of feature points are suf-
ficient enough to find the corresponding pixels; i.e., in the
model image and in the target image. We compromise the
number of feature points identified in the image with the com-
putational load for localization (refer to the Gabor feature ex-

traction method in [16]). The number of feature points is not
too small to detect the corresponding feature points, while not
too large to significantly increase the computational load.

B. APT Matching

After extracting feature points in the model image and se-
lecting one feature point as the center point for computing
the projections and using the APT approach, the next
step is to find the corresponding feature point in the target
image and obtain both the scale and the rotation parameters be-
tween the two images. Given a set of feature points in the target
image and the radius size of the APT transformation to
be the same as for computing the projections and ,
we use each feature point in the target image as a center point
for computing APT creating the set of candidate projections

and . By matching
and with every member in the sets of projections

and , respectively, the translation, scale, and rotation param-
eters are obtained simultaneously. The matching results have
three dimensions: the scale parameter, the rotation parameter,
and the distance coefficient. The translation parameter is the
offset between the location of to the feature point in the
target image that yields the lowest distance coefficient.

For a given feature point in the target image, we denotes
, , , and , as the model image, the image patch that

is cropped from the target image to be matched with the model
image, the projection on the radius coordinate, and the pro-
jection on the angular coordinate, respectively. Then the scale
change in the Cartesian coordinates reflects as variable-scale
in the projection , and the rotation change reflects as shifting
in the projection . Therefore, the innovative matching mech-
anisms are proposed to obtain both the scale and the rotation
parameters. The mathematical expression of image that is a
scaled and rotated version of image is

(11)
In the polar domain, (11) can be expressed as

(12)

where and are the scale and the rotation parameters, re-
spectively. As shown in (11) and (12), the scale parameter ,
in the Cartesian coordinates appears as scaling with the same
value in the radius direction of the polar transformed image.
For the case of adaptive sampling (APT), we can see that the
effect of scaling in the Cartesian to APT mapping remains sim-
ilar to that of the polar transform mapping. Except for APT, the
number of samples in the angular direction can vary (adaptive).
To compute the 1-D projection in the radius direction , we
introduce multiplication variable to compensate the effect of
adaptive sampling in the angular direction, as shown in (8) to
(10). As a result, the 1-D projection of APT is an approxima-
tion to that of the polar transformed image. From (8), we have

(13)
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and

(14)

We can compute in terms of as follows:

(15)

(16)

Thus, the variable-scale is a global and uniform scale for the
1-D projection curve.

As shown in Fig. 6(a) and (c), the projections of the scaled
images in the Cartesian are slightly altered when compared with
that of the original image. This is because the areas covered
during the APT transformations are different as a result of the
scaling. Hence, in order to accurately obtain the shifting param-
eter between the two projections and , the variable-scale
parameter between the two projections and needs to
be obtained first.

1) Find Scale Parameter: There are several ways to obtain
the scale parameter from the projections depending on the
requirements of the application in term of the computational
cost, accuracy, image types and environments. We introduce
here three effective algorithms.

Algorithm 1: Fourier Method: Based on the property of
Fourier transform, given a Fourier transform of signal as

, the Fourier transform of the scaled signal can be ex-
pressed as

(17)

(18)

Similar to the polar transform, the projection computed
from image that is the scaled version of image with the
scale parameter will also be the scaled version of the projec-
tion with the same scale parameter . From (17) and (18),
given the Fourier transform of the projection as , we
can obtain the scale parameter by

(19)

(20)

We note that this Fourier method performs effectively only
when the scale parameter is small. Large scale parameter yields
the aliasing problem. Hence, this algorithm is suitable for appli-
cations that require fast and accurate image registration while
the scale parameter between the two images is expected to be
small, such as medical image registration [3], or scene change
detection.

Algorithm 2: Logarithm Method: The second algorithm
uses the scale invariant property of the logarithm function. First,
the logarithm function is applied to the projection and the
output is then quantized to maintain the original dimension of

the projection. The mathematical expression of the implemen-
tation is as follows:

(21)

The parameter denotes the logarithmic of the projec-
tion . Given image a scaled and rotated version of image

, the scale parameter between the two images would ap-
pear as translation in the logarithm domain

� � (22)

To find the displacement , where , such that
, one can evaluate the correlation func-

tion between the two logarithmic of projections � �

(23)

This algorithm yields high accuracy and fast matching in the
general condition. However, similarly to the conventional LPT,
this method can give inaccurate result if there are high changes
at the fovea between the two images. Although this algorithm
uses logarithmic in the computation, the proposed algorithm is
different from the image registration method in [4] in many
aspects. First of all, the correlation coefficient is not used to
verify the global translation. Instead, the correlation function
here is used to obtain the scale parameter only. Secondly, min-
imum-square-error (MSE) between projections is used in the
adaptive polar domain as a true similarity measure to verify the
registered image pair. This will be discussed later in detail in
Section III-B3.

Algorithm 3: Resampling Projection: Both algorithms 1
and 2 can yield accuracy at some degrees. As stated earlier,
the accuracy of algorithm 1 degrades as the scale parameter in-
creases as a result of aliasing between the two projections. In
the case of algorithm 2, although the accuracy of the algorithm
is not affected by the size of the scale parameter, it yields inac-
curate result when there are strong changes at the fovea between
the two images. Moreover, the second algorithm yields displace-
ment estimation with only integer accuracy. If high precision is
required, one may include an extra step after acquiring the esti-
mated scale parameter, denoted as , from either algorithm 1 or
algorithm 2. Given the lower limit and the upper limit of
the search space for scale parameter such that ,
respectively, and given the number of the search steps equals to

. The search process can be described as follows:

for to do

where

if then

else

end if

end for
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where the operation is a resampling procedure.
This resampling procedure is a common operation in signal pro-
cessing for computing the sequence in vector at times the
original sampling rate by using a polyphase filter implemen-
tation. Operation applies an anti-aliasing linear-phase (low-
pass) FIR filter to during the resampling process. The re-
sult will have the dimension of vector equal to

. We normalize the resampled projection prior
comparison. The scale parameter is equal to the resampling pa-
rameter that yields the lowest MSE, . It is obvious that the
larger parameter is, the higher accuracy would be obtained.

2) Find Rotation Parameter: After the scale parameter is ob-
tained, the next step is to find the rotation parameter . For the
same sampling radius, , the larger the image ( ), the
smaller the area of the scene is covered in the sampling proce-
dure. As a result, the magnitude of the projections between
the two images could be slightly altered. This phenomenon is
illustrated in Fig. 6(a) and (c). Hence, to accurately obtain the
rotation parameter , (9) needs to be modified according to the
scale parameter : see (24) and (25), shown at the bottom of
the page.

Both projections are then resampled to be equal in length. The
rotation parameter can be found by evaluating the correlation
function

(26)

(27)

3) Find Distance Coefficient: The final and crucial compo-
nent resulting from APT matching is the distance coefficient,
denoted as . This distance coefficient indicates how large the
difference between the two images is. The distance coefficient

between the model image and the target image can be
computed from the Euclidean distance between the projections

and

(28)

For the proposed image registration approach, we are
searching for one feature point in the target image that
corresponds with the feature point in the model image.
Such feature point is the point that yields the lowest distance
coefficient. We note that the projections and are not
used for computing the distance coefficient because the

dimension of projections that can be used in the computation
varies depending on the scale parameter (as seen in the
computation of in algorithm 3 of the Section III-B1). As
a result, only the projections and are used in the
computation.

C. Image Comparison

This work extends the use of image registration to the envi-
ronment where images contain occlusion or alteration. Hence,
it is important to be able to locate the area such changes take
place in the target image, which will be useful for many ap-
plications such as medical image registration and scene change
detection. Using the advantages of APT, we propose a fast and
simple image comparison scheme that can effectively and auto-
matically locate the altered area or the area where the registered
image pair differs without scarifying additional computational
cost.

Since the scale difference in the Cartesian coordinates be-
tween the model image and the target image yields different
area coverage in the transformation process, the dimension of
the projection for comparing the two images needs to be ad-
justed accordingly. Given the scale and the rotation parame-
ters between the model image and the target image as and

, respectively, we can find the altered area as a set of pixels
in the Cartesian coordinates, where ,

, and parameter is the number of pixels in the
altered area as follows:

for to if
for to if

(29)

for (30)

We denote the location of in the Cartesian coordinates as
. For , we can compute the set of

image pixels in the altered area as follows:

(31)

(32)

The threshold is specify by the user according to the desire
sensitivity of the application to the changes between the two
images. The recommend value is between 0.1–0.2.

It should be noted that image comparison to find altered area
between two images can be done by any registration algorithm if
image registration can be achieved. Our method is robust in the

if

otherwise
(24)

if

otherwise (25)
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Fig. 8. Example of the proposed image registration approach (a) reference
image where the model image is the area inside the circular line, (b) two can-
didates are chosen as examples using two feature points A and B of the target
image, (c) APT of the model image, (d) and (e) APTs of the target image where
the center points of the transformation are feature points A and B, respectively.

sense that the image with altered area even in the center can still
be registered plus the reservation of the LPT advantages scale
and rotating invariant. Furthermore, the altered area can be iden-
tified without further computational cost. For most registration
algorithms, in order to compare two images that involve the 2-D
geometric transformation, additional computations are required
as post processes such as image alignment, geometric transfor-
mation to transform both images to the same coordinates prior
to the comparison, and image normalization. For the proposed
image registration approach, since both the model image and the
target image are already transformed to the projections of the
APT domain, image comparison can be performed directly and
simultaneously while obtaining scale and rotation parameters.

D. Complete Algorithm

Below is the complete steps of the proposed algorithm.
• Extract feature points in both the reference and the target

images.
• Create the model image by selecting one of the feature

points in the reference image as the origin. Then crop
circular image patch that covers the area desired
to be registered to the target image.

• Compute the projections and using the proposed
APT approach and the projection transform.

• Use each feature point in the target image for
, where is the number of feature points in the target

image as the origin and crop a circular image patches
for with the radius size .

• Compute the sets of candidate projections
and .

• Match each candidate with the model using the proposed
APT matching algorithm. Translation is the point
that yields the lowest distance coefficient. The scale and ro-
tation parameters are obtained simultaneously in this step.

• Find the altered area .
Figs. 8 and 9 show example of the registration procedure

of the proposed image registration approach. Fig. 8(a) shows
the reference image. Using Gabor feature point extraction, we
choose one of the feature point in the reference image to be the
center of APT transformation. The model image is shown as
the area inside the red circular line. Fig. 8(b) shows the target
image and its feature points. In the actual procedure, all feature

Fig. 9. Projections of model image and candidates from examples in Fig. 8:
(a) comparison of projections� from model image and candidates, (b) compar-
ison of projections � from model image and candidates, (c) the comparisons
of the resampled projections � after scale parameters between projections of
model image and each candidates are obtained, (d) the comparison of the shifted
projections � after the rotation parameters are obtained.

points in the target image are evaluated. However, for the sake
of simplicity of the demonstration, we only evaluate two feature
points: A and B, in which feature point A is the corresponding
feature point to the model image. Both feature points are used
as center points of APT transform creating candidates, denoted
as candidate A and candidate B. The APT images of the model
images, candidate A and candidate B are shown in Fig. 8(c), (d),
and (e), respectively.

Fig. 9(a) and (b) shows the comparisons of the projections
and , respectively, where the solid blue line, solid red line, and
broken black line represent the projections of model image, can-
didate A, and candidate B, respectively. As shown in Fig. 9(a)
and (b), neither projections and of candidate A nor candi-
date B matches that of the model image. This is because the scale
and rotation differences between images. Using the proposed
method to obtain the scale parameters, the normalized resam-
pled projections of candidate A and candidate B are shown
in Fig. 9(c). It can be seen that the resampled projection of
candidate A matches the projection of the model image better
than candidate B does. This indicates that the model image is
more similar to candidate A than candidate B. We note that since
the obtained scale parameters are greater than 1 (from the com-
putation, we found the scale parameters of 1.84, and 2.52 for
candidate A, and B, respectively), the size of the resampled pro-
jections are smaller than that of the original projections. By
applying the method discussed in Section III-B2, the projection

of the model image is modified and the rotation parameters
can be obtained using (24), (26), and (27). Fig. 9(d) shows the
final results of the modified projection of the model image
and the projections of candidate A and candidate B that are
shifted according to their rotation parameters (we note that the
graph of modified projection of the model image shown in
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Fig. 9(d) is computed using scale parameters of 1.84). It can be
seen that the projections of the model image matches that of
candidate A. This indicates the high similarity between the two
images. In actual procedure,the same process is repeated for all
the feature points in the target image. If candidate A yield the
lowest distance coefficient, we conclude that the model image
is registered to candidate A. As shown in Fig. 9(c) and (d), since
the projections and of candidate A entirely match that of
the model image, no altered area is found in this demonstration.
We note that unlike examples shown in Figs. 5 and 6, in which
the test images are artificially rotated and scaled using computer
software, the images used in this demonstration are captured in
real world under normal condition. This uncontrolled environ-
ment introduces various parameters that affect the images and
their projections such as illumination changes, noises, and 3-D
perspective. As a result, unlike Fig. 6, in which both projections

and between the two image match almost perfectly, the
projections of the model image and candidate A shown in this
demonstration are slightly altered. The registration result of this
demonstration is shown in Section IV.

IV. EXPERIMENTAL RESULTS

To evaluate the effectiveness of the proposed image regis-
tration approach, we apply twelve different sets of test images.
In Section IV-A, we present the registration of images that are
rotated and scaled. We use five sets of test images in the ex-
periment. Different rotation and scale parameters are applied
to three sets of test images: squirrel, statue of liberty and bird
using Matlab. Another two sets of test images consisting of im-
ages of objects: speed limit sign, and syrup bottle taken at dif-
ferent locations and at different illuminations are also presented
in this section. In Section IV-B, we present the registration of
images that are subjected to occlusion and alteration. We use
seven sets of test images for the experiment. The first two sets
of test images: Dreese building and flower are rotated and scaled
using Matlab. Occlusions artificially generated using random
number are included in the test images. The next five sets of
test images are nonartificial including the medical images of the
human brain, and human lung taken before and after the medical
therapy, and occluded images of objects: cereal box, stop sign,
and OSU tower. To compare the performance of the proposed
approach, we repeat the experiments with the conventional LPT
based image registration approach (as proposed in [4]).

For the proposed approach, the parameters and used in
the experiments are computed according to the size of
used in the experiments as shown in (7). The translation in-
formation is obtained using the proposed feature based search
scheme. To obtain the scale parameter, we choose to use Algo-
rithm 2, the logarithm method, to get the estimated scale pa-
rameter , followed by Algorithm 3, resampling projection, in
which the parameters , , and

. For the experiments with the conventional LPT, the pa-
rameters and are selected according to (6). The translation
information is obtained using the multiresolution technique as
suggested in [4]. To achieve accuracy at pixel level, we apply
a small search windows of 5 5 pixels around the translation
point for both methods.

Fig. 10. Comparison of image registration results using the proposed approach
and the conventional LPT based approach on the image of squirrel: (a) the ref-
erence image where the entire area is used as the model image, (b) registration
result using the conventional LPT based approach, and (c) registration result
using the proposed approach (red rectangular indicates the registration result).

Fig. 11. Comparison of image registration results using the proposed ap-
proach and the conventional LPT based approach on the image of statue of
liberty: (a) the reference image where the entire area is used as the model
image, (b) registration result using the conventional LPT based approach, and
(c) registration result using the proposed approach (red rectangular indicates
the registration result).

Fig. 12. Comparison of image registration results using the proposed approach
and the conventional LPT based approach on the image of bird: (a) the reference
image where the entire area is used as the model image, (b) registration result
using the conventional LPT based approach, and (c) registration result using the
proposed approach (red rectangular indicates the registration result).

Figs. 10–21 consist of three subfigures. The subfigure on the
left is the reference image, where the model image is the area
inside the red rectangular (for the case where the entire refer-
ence image is used for registration, the model image is the ref-
erence image). The subfigure in the middle is the registration
result using the conventional LPT, where the red rectangular
indicates the registration result. The subfigure on the right is
the registration result using our proposed APT based approach,
where the red rectangular indicates the registration result and
the green area indicates the altered area. Using the ground truth
information, we measure and compare the accuracy of the pro-
posed method and the conventional LPT as shown in Tables I
and II.

All experiments are carried out using Matlab 2007a running
on 2-GHz Intel Pentium IV machine. The computation time re-
quired for registering an image pair varies depending on the
image size, the richness of texture content in the image, which
influence the number of feature point detected in the image, and
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Fig. 13. Comparison of image registration results using the proposed approach
and the conventional LPT based approach on the image of speed limit sign:
(a) the reference image with the model image selected as the area inside the red
rectangular, (b) registration result using the conventional LPT based approach,
and (c) registration result using the proposed approach (red rectangular indicates
the registration result).

Fig. 14. Comparison of image registration results using the proposed approach
and the conventional LPT based approach on the image of syrup bottle: (a) the
reference image with the model image selected as the area inside the red rect-
angular, (b) registration result using the conventional LPT based approach, and
(c) registration result using the proposed approach (red rectangular indicates the
registration result).

Fig. 15. Comparison of image registration results using the proposed ap-
proach and the conventional LPT based approach on the image of Dreese
Building: (a) the reference image where the entire area is used as the model
image, (b) registration result using the conventional LPT based approach, and
(c) registration result using the proposed approach (red rectangular indicates
the registration result and the green area indicates the altered area).

Fig. 16. Comparison of image registration results using the proposed approach
and the conventional LPT based approach on the image of flower: (a) the ref-
erence image where the entire area is used as the model image, (b) registration
result using the conventional LPT based approach, and (c) registration result
using the proposed approach (red rectangular indicates the registration result
and the green area indicates the altered area).

the size of . In our experiment, images with the size of
353 261 pixels [as shown in Fig. 13(b)] and 768 1024 pixels
[as shown in Fig. 12(b)] are registered in approximately 25 and
55 s, respectively, and the average runtime from all experiments
is approximately 35 s. We, however, found that approximately
70 percents of the computational time involves the Gabor feature
extraction process. Although computing Gabor wavelet is much

Fig. 17. Comparison of image registration results using the proposed approach
and the conventional LPT based approach on the image of cereal box: (a) the
reference image where the entire area is used as the model image, (b) registration
result using the conventional LPT based approach, and (c) registration result
using the proposed approach (red rectangular indicates the registration result
and the green area indicates the altered area).

Fig. 18. Comparison of image registration results using the proposed approach
and the conventional LPT based approach on the image of human brain: (a) the
reference image with the model image selected as the area inside the red rect-
angular, (b) registration result using the conventional LPT based approach, and
(c) registration result using the proposed approach (red rectangular indicates the
registration result and the green area indicates the altered area).

Fig. 19. Comparison of image registration results using the proposed approach
and the conventional LPT based approach on the image of human lung: (a) the
reference image with the model image selected as the area inside the red rect-
angular, (b) registration result using the conventional LPT based approach, and
(c) registration result using the proposed approach (red rectangular indicates the
registration result and the green area indicates the altered area).

Fig. 20. Comparison of image registration results using the proposed approach
and the conventional LPT based approach on the image of OSU tower: (a) the
reference image with the model image selected as the area inside the red rect-
angular, (b) registration result using the conventional LPT based approach, and
(c) registration result using the proposed approach (red rectangular indicates the
registration result and the green area indicates the altered area).

less expensive than that of the exhaustive search using APT,
it still imposes a high computational cost and the solution for
speeding up the process is an on going research topic [24]–[26].
There are existing works that are able to achieve real-time com-
putation using parallel hardware structure designed for the com-
putation of Gabor wavelet [24], [25], which could greatly im-
prove the computation speed of our proposed approach. This
topic is beyond our scope and not included in this work.
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TABLE I
IMAGE REGISTRATION ERROR COMPARED TO THE GROUND TRUTH IN GENERAL CONDITIONS (LOWER IS BETTER)

TABLE II
IMAGE REGISTRATION ERROR COMPARED TO THE GROUND TRUTH WHEN IMAGES ARE ALTERED OR OCCLUDED (LOWER IS BETTER)

Fig. 21. Comparison of image registration results using the proposed approach
and the conventional LPT based approach on the image of stop sign: (a) the
reference image with the model image selected as the area inside the red rect-
angular, (b) registration result using the conventional LPT based approach, and
(c) registration result using the proposed approach (red rectangular indicates the
registration result and the green area indicates the altered area).

A. Image Registration in General Conditions

We evaluate the performance of the proposed image regis-
tration approach in general conditions, in which the images are
subjected to scale, rotation, and illumination changes. All im-
ages are taken from digital camera in normal lighting condition.
Different scale and rotation parameters are applied to the first
three images: squirrel, statue of liberty, and bird using Matlab.
The following two images: speed limit sign and syrup are taken
at different locations, zooming, and viewpoints. In the first ex-
periment, a rectangular area with the size of 104 104 pixels
are cropped out of squirrel image and used as reference image,
as shown in Fig. 10(a). Since the entire area of the reference
image is used in this test, the reference image is also considered
as the model image. The squirrel image is then scaled and ro-
tated with the parameters of 1 and 45 degree respectively, and

used as the target image. Fig. 10(b) and (c) shows the registra-
tion results using the conventional LPT based approach and the
proposed APT approach, respectively. In the second and third
experiments with test images: statue of liberty and bird, the sim-
ilar process is applied. The rectangular areas with the size of
146 146 pixels and 170 170 pixels are cropped out of statue
of liberty and bird images, respectively, and used as reference
images, as shown in Figs. 11(a) and 12(a). The scale and rotation
parameters applied to the test images are 1.5 and 180 degrees for
statue of liberty image and 3 and 90 degree for bird image. The
registration results using the conventional LPT based approach
and the proposed APT approach of both test images are shown
in Figs. 11(b) and (c) and 12(b) and (c).

Next, we use 2 sets of test images: speed limit sign, and syrup
bottle. Each set of the test images contain 2 different images that
have the same object taken at different locations, zooming and
viewpoints. For the experiment with the speed limit sign image,
a model image with the size of 36 pixels in diameter containing
the speed limit sign is selected, as shown in Fig. 13(a). To better
illustrate the rotation between the selected model image and
the registration result, we use rectangular to represent the se-
lected model image and the registration result instead of circle.
Fig. 13(b) and (c) shows the registration results using the con-
ventional LPT based approach and the proposed APT approach,
respectively. The second experiment uses two images of the
syrup bottle taken at different viewpoints and with different
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backgrounds. A model image with the size of 88 pixels in diam-
eter is selected, as shown in Fig. 14(a). The registration results
are shown in Fig. 14(b) and (c). As shown in Table I, we can
see that our proposed method yields robustness in scale, rota-
tion, translation, and illumination changes. The accuracy of the
registration using our proposed approach is comparable to that
of the conventional LPT based method. However, the numbers
of samples used in the proposed approach (i.e., 52, 73, 85,
18, and 44 and 416, 584, 680, 144, and 352 samples for the
experiments on squirrel, statue of libery, bird, speed limit sign
and syrup bottle, respectively) are much smaller than that of the
conventional LPT (i.e., 256, 512, 512, 64, and 256 and

2048, 4096, 4096, 512, and 2048 samples for the exper-
iments on squirrel, statue of libery, bird, speed limit sign, and
syrup bottle, respectively). Therefore, in general conditions, our
proposed method yields almost similar accuracy as that of the
conventional LPT based approach, but with much less compu-
tational load.

B. Registration of Images That are Subjected to Occlusion
and Alteration

In this Subsection, we evaluate the performance of the pro-
posed approach for images that are subjected to occlusion and
alteration. First, two sets of test images: Dreese building and
flower are presented. Artificial occlusions are applied to both
test images. In the first experiment, the original Dreese building
image with the size of 200 200 pixels is used as reference
image, as shown in Fig. 15(a). The Dreese building image is
then scaled and rotated with the parameters of 0.8 and 45 de-
grees, respectively. Artificial occlusion is applied to the scaled
and rotated image to create the target image. Fig. 15(b) and (c)
shows the registration results using the conventional LPT based
approach and the proposed APT approach, respectively. It can
be observed that the included artificial occlusion has the tex-
ture and image intensity close to that of the original image. As a
result, both the conventional LPT and our proposed approach
yield accurate registration results. In the second experiment,
flower, a rectangular area with the size of 100 100 pixels are
cropped out of the image and used as reference image, as shown
in Fig. 16(a). Scale and rotation parameters of 1.4 and 90 de-
grees are applied to the image and used as the target image. The
registration results using the conventional LPT based approach
and the proposed APT approach are shown in Fig. 16(b) and
(c), respectively. In this experiment, even though the size of the
occlusion is small, but the texture and image intensity are very
much different than that of the original image. Moreover, the oc-
clusion is located very close to the center point. Hence, the regis-
tration result using the conventional LPT yields large error. Our
proposed method, on the other hand, still performs effectively
and obtains accurate registration result. In the third experiment,
we use digital camera to capture two images of cereal box with
and without occlusion. For the non occluded image, we set the
zooming parameter at 2x and rotate the camera at approximately
180 degrees, compared to that of the occluded image. The reg-
istration result using the conventional LPT based approach and
the proposed APT approach are shown in Fig. 17(b) and (c), re-
spectively. Since the area that is occluded is large and located

close to the center point, it can be observed that the conventional
LPT method yields large error in both translation and scale pa-
rameters. Our method, on the other hand, still can register the
image correctly in this condition.

In the fourth and fifth experiments, the MR scanned images of
human brain (available at http://www.maths.manchester.ac.uk/
~shardlow/moir/rueckert.pdf1) and the CT scanned images of
human lung taken from [27] are used as the test sets of images
that are subjected to alteration. Each test image is taken from the
same patient with the same image sensor but at different times.
For the experiment with the human brain image, a model image
with the size of 240 pixels in diameter is selected, as shown in
Fig. 18(a). Fig. 18(b) and (c) shows the registration results for
the conventional LPT based approach and the proposed APT
approach, respectively. In the experiment with the human lung
image, a model image with the size of 260 pixels in diameter
is selected, as shown in Fig. 19(a). The registration results are
shown in Fig. 19(b) and (c). As shown in Figs. 18(b) and 19(b),
the registration results using the conventional LPT-based ap-
proach are inaccurate. Both scale and rotation parameters are
incorrect, and the translation parameter is also incorrect. This
illustrates that the conventional LPT approach is sensitive to
the alteration between the model image and the target image.
In Figs. 18(c) and 19(c), the registration results indicate that
our proposed method yields robustness to image alteration. The
registration results of the proposed approach are more accurate
than that of the conventional LPT based approach. Moreover,
the altered area is accurately identified, as shown in the green
area of Figs. 15(c), 16(c), 17(c), 18(c), and 19(c). For medical
imaging, this ability is valuable as it can identify the area that
needs medical attention automatically. This would ease doctors
in analyzing the surgery progress or shorten the time to analyze
the X-ray or CT scanned. We note that the threshold of 0.1 is
used in these five experiments.

We also experiment with the images that are subjected to
nonartificial occlusion occurred from taking photos at different
view point. Two sets of test images: OSU tower, and stop sign
that are taken around the Ohio State University campus are used
for the experiment. For the experiment with images of OSU
tower, a model image with the size of 160 pixels in diameter is
selected, as shown in Fig. 20(a), and for the experiment with im-
ages of stop sign, a model image with the size of 58 pixels in di-
ameter is selected, as shown in Fig. 21(a). As shown in Figs. 20
and 21, the areas that are subjected to occlusion in the target im-
ages are not only large compared to the model images, but also
are located close to the center point of the transformation. As a
result, the conventional LPT based approach fails to register the
images correctly, as shown in Figs. 20(b) and 21(b). The scale,
rotation, and translation parameters obtained from the conven-
tional LPT based approach are far incorrect. This illustrates how
sensitive the conventional LPT is to image occlusion. For our
proposed approach, since the images are evenly sampled, which
yields unbias matching, the proposed approach can successfully
register both sets of test images, and the altered areas are also
correctly identified, as shown in Figs. 20(c) and 21(c). We note

1D. Rueckert, Applications of Medical Image Registration in Healthcare,
Biomedical Research and Drug Discovery.
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that the threshold of 0.15 is used in these two experiments. The
experiments with the seven sets of test images indicate that our
proposed method outperforms the conventional LPT based ap-
proach and yields robustness to image occlusion and alteration.

In terms of the computational load, similarly to the experi-
ments in Section IV-A, the numbers of samples used in the pro-
posed APT approach (i.e., 100, 50, 95, 120, 130, 80, and
29 samples and 800, 400, 760, 960, 1040, 640, and 232
samples for the experiments on Dreese building, flower, cereal
box, human brain, human lung, OSU tower, and stop sign, re-
spectively) are much smaller than that of the conventional LPT
(i.e., 512, 256, 512, 1024, 1024, 512, and 128 samples
and 4096, 2048, 4096, 8192, 8192, 4096, and 1024 sam-
ples for the experiments on Dreese building, flower, cereal box,
human brain, human lung, OSU tower, and stop sign, respec-
tively). Therefore, not only can the proposed APT approach pro-
vide more accurate registration for the images that are subjected
to occlusion and alteration than the conventional LPT based ap-
proach, but the computational load is also much smaller.

C. Registration Results and Errors

The errors of the registration results compared to the ground
truth of both the proposed method and the conventional LPT
are shown in Tables I and II. In the normal conditions, both
methods yield small errors and comparative results with almost
similar accuracy as shown in Table I. However, only the pro-
posed method can successfully register images that are altered
or occluded, i.e., for images of flower, cereal box, human lung,
OSU tower and stop sign as shown in Table II. This is because
APT does not concentrate only at the fovea as the conventional
LPT, but consider importance to the entire image equally.

V. CONCLUSION

Although LPT has been widely used in many image pro-
cessing applications, it suffers from nonuniform sampling.
Hence, there are two major problems of the conventional LPT:
the high computational cost in the transformation process,
which comes from the oversampling at the fovea in the spa-
tial domain, and the bias matching, in which the matching
mechanism focuses only on the fovea or central area while
the peripheral area is given less consideration. Previous works
on image registration using the conventional LPT indicate
successful results in the ideal conditions as when registering
images with different orientations and scales. In reality, how-
ever, occlusions and alterations between the two images need
to be taken into consideration. Inspired by this fact, this paper
presents a new image registration algorithm based on the novel
APT approach. By evenly and effectively sampling the image
in the Cartesian coordinates and using the innovative projection
transform to reduce the dimensions, the proposed APT yields
faster sampling than that of the conventional LPT and provides
more effective and unbias matching. A matching search scheme
using the scale and rotation invariant Gabor feature points
is introduced to reduce the search space for recovering the
translation of the model image in the target image. The image
comparison scheme on the APT projection domain is then pro-
posed to effectively locate the occlusion and alteration between
the two images without scarifying additional computational

cost. This information is useful for some applications that
intend to further analyze the registered images such as in med-
ical image analysis or scene change detection. Experimental
results indicate that our proposed image registration approach
outperforms the conventional LPT based approach and yields
robustness to image occlusion and alteration.
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