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Abstract. Utilization of Internet communications in distance learning, distributed simulation, and distributed
work groups involves multimedia transmission of animation, voice and video clips. Highly compressed audio-
video data protocols are required for efficient Internet multimedia communications. Addressing this requirement,
a new transport protocol called Audio-Video Protocol (AVP) for highly efficient multimedia communications on
the Internet is presented. While providing similar real-time delivery functions as Real-Time Transport Protocol
(RTP) and Real-Time Control Protocol (RTCP), AVP adopts a novel audio-based synchronization scheme. This
synchronization scheme has two advantages. One is the overhead reduction through eliminating the timestamp in
each transmitted data packet. The other is the packet rate reduction by putting multiple audio frames or mixed audio-
video frames in a single AVP packet. As a result, the end-to-end media unit delay is reduced while achieving implicit
synchronization. Furthermore, AVP provides adaptive quality of service (QoS) by the prioritized packetization
scheme. Simulation results are presented to verify the advantages of the AVP protocol.
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1. Introduction

Multimedia applications on the Internet have become more and more popular in recent
years. Video streaming is specially attractive because people can enjoy the video online
without downloading files of big size. The amount of multimedia content available in digital
archives, on the World Wide Web, in broadcast data streams and in medical and technology
databases is growing rapidly. This large context of multimedia data has led to increasing
difficulties in accessing, identifying and displaying such resources due to their volume and
complexity. A well-designed transport protocol, with the ability to provide both timely
delivery and good synchronization for multimedia data, will be extremely valuable. TCP
and UDP are two common-used transport protocols in current Internet. TCP is not suitable
for video streaming since retransmission will cause a heavy traffic burden. Compared to
TCP, UDP can provide prompt delivery, but its structure is too simple to handle the packet
loss, duplication, and reordering by itself. To improve the streaming performance, Real-
time Transport Protocol (RTP) [23] is often used on top of UDP for synchronization and
QoS control [1]. As a well-accepted real-time protocol, RTP is widely used not only in
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Figure 1. Packet header for RTP payload.

the interactive applications such as videoconference [7, 9], but also for delivery of stored
multimedia such as video streaming [13, 20, 21]. However, since RTP is originally designed
for interactive applications and there exists significant difference between interactive and
non-interactive applications, the efficiency of using RTP in the latter is questionable. First,
the size of the RTP header is quite large. As shown in figure 1, the standard size of the
RTP header is 96 bits (not including the CSRC field which is optional). Adding the 20-
byte IP header and the 4-byte UDP header, the bandwidth needed to transmit the packet
header for an RTP payload is 5.76 kbps if the packet rate is 20 per second, which takes
a big share of the bandwidth for a 28.8 kbps modem. Apparently, the header size of RTP
is an ineligible disadvantage of narrow-band applications. Second, RTP is intended for
transmitting different media via separate sessions, which is desirable in videoconference
to meet different QoS requirements. One disadvantage of the multisession delivery is the
lack of efficiency due to the large overhead. Since audio and video are already in-sync at
the server, and are always transmitted together in streaming applications, it is possible to
design a single-session scheme which is able to provide both good transmission efficiency
and adaptive QoS to different media.

In fact, the inefficiency of RTP has been noticed by many researchers. To reduce the
overhead, an RTP header compression method was developed [2]. This compression method
is based on the assumption that in some fields of the RTP header such as sequence number
and timestamp, the second-order difference is zero. This assumption is valid for applications
such as voice over IP where the increment of the timestamps of adjacent packets is a constant.
However, the situation is different in video streaming. The constant assumption does not hold
if the video is compressed by MPEG2 or some frame variable codecs where the timestamp
will not increase monotonously or the increment will vary in a large range. Since these
kinds of video codecs are often used, the RTP header can not be efficiently compressed. In
addition, the compressed header can not handle packet loss very well. Experiment results
show that packet loss rate ranged from 2% to 10% is common on the Internet. Therefore,
robustness should always be a design consideration, especially in low bit rate applications.

In order to improve the efficiency of multisession transmission, a payload format
(BMPEG) was designed for RTP to improve the transmission efficiency of streaming
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Figure 2. BMPEG specific header.

applications for MPEG video [3]. The basic idea for this payload format is to bundle MPEG
video and audio together in one RTP packet to get rid of small audio packets. The BMPEG
payload type can reduce the packet rate while achieving implicit synchronization. However,
the efficiency improvement is quite limited. Since RTP uses timestamps for synchronization,
two timestamps are needed in one RTP packet for BMPEG, one for video and the other for
audio. Hence, the BMPEG packet carries an extensive header of 32 bits in addition to the
96-bit RTP header as shown in figure 2. The field Audio Offset is the skew between the video
timestamp and the audio timestamp in the same packet so that the receiver can recover the
audio timestamp for playback. As a result, the size of the header is actually bigger in this
case and the overhead reduction only comes from the reduction of the total packet number.
Furthermore, there are a few restrictions to the BMPEG payload. First, it can not monitor and
control the QoS of video and audio separately. Secondly, it is not applicable for low frame
rate video transmission [3] since the filed Audio Offset in the BMPEG extensive header is
only 16 bits and the skew which it can represent is limited when the audio sampling rate
is high. Finally, this payload format is only suitable for the media compressed by MPEG,
not feasible for other compression methods such as 3-D wavelet compression [14, 16, 26].
In the 3-D wavelet compression, a group of video frames is accumulated and 3-D wavelet
transform is applied to the whole group, and the result is arranged by the subbands in the
frequency domain other than the frames in the time domain [26]. As a result, the video
packets for the whole group have to carry the same timestamp in RTP. In this case, it is
very difficult to bundle the audio with the video packets since a group of video could span a
long time and it is impossible to record the skew between video and audio using the method
in BMPEG. Because of the above restrictions, BMPEG has not been widely accepted for
Internet applications where QoS should be monitored, and where low video-frame rate is
frequently encountered.

As stated above, both the RTP header compression method and the BMPEG payload type
have their own disadvantages, and the improvement of efficiency is limited. Currently, many
home network users still use dial-up connection. For them, efficient usage of bandwidth is
critical. In order to improve the efficiency and quality of video streaming on the Internet,
a new protocol should be designed. In this paper, we propose a new Audio-Video Protocol
(AVP) which provides good QoS to both unicast and single-channel multicast streaming
applications with improved efficiency. The major feature of AVP is a new synchronization
scheme which uses audio as the time base for different media. This is possible because
the sampling rate of the audio signal contains the time information itself. As a result,
embedding audio with video gives video the time reference and no timestamp is needed.
With a smaller header and reduced packet rate, AVP can improve transmission efficiency
better than BMPEG. AVP also adopts a prioritized packetization scheme to provide different
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QoS for packets with different priorities. Thus, AVP has the advantages of BMPEG but has
no restrictions as cited earlier.

This paper is organized as the following. In Section 2, we introduce the features of
AVP. The details of the AVP structure are described in Section 3. Section 4 analyzes the
performance of AVP. Simulation results are presented in Section 5. Section 6 summarizes
the paper.

2. Features of AVP

2.1. The audio-based synchronization scheme

Synchronization is a special QoS requirement for multimedia applications. There are two
kinds of synchronization requirements in video streaming, namely intra-media and inter-
media. Intra-media synchronization is the continuousness of one media stream; inter-media
synchronization often refers to the lip-synchronization. In order to achieve good synchro-
nization in media play, the transport protocol should provide sufficient timing information
for appropriate scheduling. Timestamping is a popular method for doing so. The role of
timestamping is to record the time information and attach it to the data in a pre-defined
format. For example, RTP/RTCP uses RTP and NTP (Network Time Protocol) timestamp
[19] to provide the relative and absolute time information for the transmitted data, respec-
tively. The advantage of timestamping is in its generality. That is, it is independent of
the characteristics of the transmitted media. The shortcoming is that each packet should
carry a timestamp as an overhead. The audio-based synchronization scheme which we
propose can provide the required time information while eliminating the timestamp. The
basic idea of the audio-based synchronization scheme is to embed video frames with their
associated audio. It is different from the idea of the bundled MPEG, which simply com-
bines video and audio frames together but still relies on timestamps for synchronization
[3].

To achieve the audio-based synchronization, the data must be packetized properly. At the
sender’s side, a synchronized media group is formed by combining audio with its associated
video, and an identical group number is assigned to each member packet of the group. There
are three requirements in forming a synchronized media group. First, the audio/video within
the group must be self-presentable, i.e., the audio/video can be presented right away when
all the data packets of the group are received and reconstructed. Secondly, the first video
frame in the group should be packed with the closest audio frame and the span of the audio
frames should be as close as possible to the span of the corresponding video frames. The
audio frame here is a segment of the audio signal of a fixed length. The length should
be the same as defined in the corresponding audio compression method. Note that the
time interval between two video frames is not necessarily a multiple of the length of the
audio frame. Thirdly, the group can have more than one video frame, but should be small
enough to meet the delay requirement of a specific application. At the receiver side, the
first video and audio frames are played at the same time, and the following video frames
are displayed according to the video frame rate (information such as video frame and audio
sampling rates should be transmitted before the start of data transmission using a reliable
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Figure 3. Audio-based synchronization for MPEG-2 video.

protocol). To describe the grouping procedure more clearly, we use the MPEG-2 video as an
example.

In MPEG-2, the frame structure of video bitstream is I-B-B-P. . . , the order of the pre-
sentation is still I-B-B-P but the order of transmission is I-P-B-B because the B frames
are compressed and sent after the corresponding I and P frames. In this case, the P frame
can be reconstructed upon its arrival, but can not be displayed until the two B frames are
reconstructed and displayed. This kind of P frames is not self-presentable. As a result, the
P frame must be grouped with the following two B frames to form a synchronized group.
Figure 3 shows the grouping procedure.

From figure 3, one can see that this audio-based synchronization scheme may generate
a skew if the audio is compressed by a frame-based algorithm. However, the skew should
be less than one half of the audio frame length since the video is always grouped with the
closest audio. According to the research on human perception [22], the video and audio can
be considered in-sync if the skew is less than 80 ms, and a skew within the range [−160 ms,
160 ms] is quite acceptable. As the length of an audio frame seldom goes beyond 35 ms in
the popular audio compression algorithms as shown in Table 1, the skew caused by grouping
can be ignored.

Hence, the audio-based synchronization scheme is in-sync enough for human perception.
Also a good property of this scheme is that synchronization is achieved for each group. Even
when synchronization is lost for one group, it is automatically recovered at the beginning
of the next group.
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Table 1. Frame lengths in audio compression algorithms and maximum skews by AVP.

Sampling rate (kHz) Samples per frame Frame length (ms) Max skew (ms)

MPEG Layer 1 44.1 384 8.71 4.35

MPEG Layer 2 44.1 1152 26.1 13.05

G.722 16 320 20 10

G.728 8 20 2.5 1.25

GSM 16 320 20 10

2.2. The prioritized packetization scheme

Since the audio-based synchronization is implemented based on groups, the AVP packe-
tization can be very flexible. Video and audio can be put together in one packet or sent
separately according to the QoS requirement and network conditions. There are three types
of packets in AVP: audio only packet, video only packet and mixed packet. The definitions
are shown below.

• Audio only packet: Packet that contains only the audio signal. One or more audio frames
may be presented in an audio only packet.

• Video only packet: Packet that contains only the video signal.
• Mixed packet: Packet that contains both audio and video signals.

The flexibility of the AVP packetization makes it possible to provide different QoS’ to video
and audio. For example, when the bandwidth is enough, the sender will packetize audio and
video together to generate the mixed packets; when congestion happens, the sender may
drop the video frames and send the audio only packet, as shown in figure 4.

Dynamical QoS control is very important to multimedia applications. QoS control at the
application level can be viewed as the end-to-end control because this kind of control only
affects the end users. If different QoS’ for different users are needed, the control method
should be implemented at lower levels. To reach this purpose, a prioritized packetization
scheme is adopted which assigns different priorities to the AVP packets according to their
contents. Packets containing audio has the highest priority 00. For video-only packets,
different priority numbers are assigned according to the importance of the content in the
packet. For example, the low band coefficients have a higher priority than the higher band
coefficients, if the wavelet compression is used, because the former contains most energy of
the original signal [16, 24]. If the MPEG compression is used, the codes of the I frame have
a higher priority than that of the other frames since it serves as a reference for predicting
the other frames [12].

With the prioritized packetization scheme, the intermediate systems such as the translators
at the transport level can offer different QoS’ to different packets. The scheme can be even
better supported with the implementation of IPv6 in the near future. In the IPv6 header,
a field called Traffic Class is used to distinguish different classes of packets [11]. Taking
this advantage, we can label the priorities of AVP packets in both AVP and IP headers as
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Figure 4. AVP packetization changes with network condition (V3 in Group 3 is dropped when the network
congestion begins).

shown in figure 5. Thus dynamical QoS control can be achieved not only in the transport
layer but also in the network layer. For example, in the transport layer, the translator can
only forward the packets with the highest priority to some addresses where the bandwidth
is limited; in the network layer, the packets with lower priorities can be dropped first at
routers when congestion occurs.

Furthermore, the prioritized packetization scheme enables AVP to achieve prioritized se-
lective retransmission. Although retransmission is not desirable in multimedia applications
since it might add a heavy burden to the traffic, some applications may choose this function
to ensure the transmission of high priority packets; therefore, AVP keeps it as an option.

Figure 5. Structure of IPv6 packet with prioritized packetization scheme.



194 DONG ET AL.

The details of the prioritized selective retransmission scheme will be introduced in the next
section.

3. The audio-video transport protocol

As described above, AVP has new synchronization and packetization schemes to address the
special needs of video streaming. Besides these new features, it overall structure is similar
to RTP/RTCP, i.e., it consists of two parts: data transport protocol and control protocol. The
data transport protocol (AVP) works with the underlying protocols to provide multimedia
data transmission, while the control (AVCP) protocol provides means for controlling the
QoS.

3.1. The structure of the AVP header

As a transport protocol for multimedia communication, AVP is able to provide synchroniza-
tion information in addition to other functions such as packet reordering and loss detection.
Furthermore, AVP can deal with packet loss and long-delay to provide a satisfactory per-
formance. The fields in the AVP fixed or extensive header are designed to achieve the above
goals.

3.1.1. The AVP fixed header. The structure of the AVP fixed header is shown in figure 6,
and the definition of each field in the header is listed below:

• Priority number (PN): 2 bits. This field identifies the priority of the packet according to
the priority scheme.

• Extension (X): 1 bit. When it is set to 1, the AVP header will be followed by an extensive
header.

• Mark (M): 1 bit. It indicates the boundary of the AVP packet stream; usually the bit is set
in the last packet of a group.

• Multiple source indicator (I ): 1 bit. It indicates if there are multiple sources presented in
this application.

• CSRC count (CC): 3 bits. It indicates the number of the contribution source identifiers
(CSRC) that follows the fixed header. The definition of this field is the same as that in
RTP [7].

Figure 6. AVP fixed header fields.
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• Payload type (PT): 6 bits. This field defines the format of the payload. Typically, it in-
dicates a specific combination of audio and video, such as MPEG2 video with MP3
audio, or 3D wavelet video with G.729 audio. AVP has a standard table to index fre-
quently used combinations. If all the six bits are set to 1, it is a user-defined payload
type.

• Group number (GN): 3 bits. An identical group number is assigned to all the packets of
a synchronized group. Since the group size is usually quite large, 3-bit is sufficient for
general streaming applications.

• Sequence number (SN): 15 bits. This field can be used for receiver to rearrange received
data packets and detect packet loss. This definition is the same as that in RTP.

• SSRC: 32 bits. It is valid if I is set to 1. This field identifies the synchronization source
similar to that defined in RTP [7].

• CSRC: 32 bits each. The field is presented when CC is not zero. This field identifies the
contribution source as defined in RTP [7].

When AVP packs video and audio from the same source into one single stream, the fields
SSRC and CSRC are not necessary in single-source applications; therefore, the two fields are
optional in AVP. This design lets AVP work more efficiently in single-source applications
and reserves the ability to handle applications with multiple sources such as videoconfer-
encing.

3.1.2. The AVP extensive header. In addition to the fixed header, an AVP packet might
carry the extensive header. The structure of the extensive header is shown in figure 7. The
function of the extensive header is to provide redundant information for better error recovery
and concealment when packet loss occurs. Since packet loss may affect the synchronization,
the extensive header is necessary for some payload types, e.g. variable bit rate (VBR) audio.
The following extensive headers have been designed for different codecs:

• Constant bit rate (CBR) audio codecs:
This is a simple case. For the packets containing audio (with priority number 00), only
one field is added to indicate the number of packets with priority 00 in the current
synchronized group. The structure is shown in figure 8.

• Variable bit rate (VBR) audio codecs:

Figure 7. The structure of the AVP extensive header.
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Figure 8. The AVP extensive header for CBR audio.

Figure 9. The AVP extensive header for VBR audio.

This case is more complicated than the one shown above because silence suppression is
enabled in the variable bit rate audio codec. That is, the audio codec can detect and discard
silent audio frames such that only “loud” audio frames are encoded and transmitted. In
this case, the AVP extensive header uses Silence Indicator to indicate if there is silence
in this packet. If there are one or more silence periods, the format of the payload will
be changed. One bit will be inserted to indicate if the following data is silence or not.
In addition, more redundant information is embedded such that the receiver can achieve
synchronization in case of packet loss as shown in figure 9. Hence the total length of the
extensive header is increased to 2 bytes in this case.

• Frame variable (FV) video:
When the rate control is used in the video codec, some video frames may be skipped.

To deal with it, a 4-bit video extensive header is attached to all the packets that contain
the video signal. The function of the video extensive header is to record the play position
of the video frame. For example, if no frame is skipped, the play-position of the the first
frame in a synchronized group is 1; if two frames are skipped before the first frame,
the play-position of the first frame is 3. When the receiver plays the video according to
the frame rate and the play-position, the time information between the video frames can
be exactly recovered. For some long-delay applications, the length of the video extensive
header can be extended accordingly. Also the video extensive header can be helpful in
framing. If some framing information in the payload is lost because of the packet loss,
the receiver can use the video extensive header and the group number for framing. That
is, the packets with the same play position in a group belong to the same frame.

3.2. AVP packetization

A good transport protocol should perform fairly well even when packet loss, packet duplica-
tion, or long-delay occurs [10]. Like RTP, the AVP packetization scheme is also consistent
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with the concept of Application Level Framing (ALF) [4], which means that the receiver
should be able to process an Application Data Unit (ADU) delivered by a transport protocol
such as a video frame even if the previous ADU is lost. In order to be more robust to packet
loss, the AVP packetization obeys the following rules:

• The size of an AVP packet should be smaller than the size of MTU (Maximum Trans-
mission Unit) of the network. This is to avoid further fragmentation at lower
levels.

• An AVP packet is self-decodable. There should only be complete audio frames in one
packet. Partial video frame is allowed in one packet, but additional information should
be included in the payload format to make it decodable.

• The length of audio in each AVP packet that contains audio should be the same except in
the last packet. Since we use the number of audio frames to indicate the length of audio,
the number of audio frames allowed in each AVP packet should be the same. If silence
is presented, the sum of the silence length and the audio length should be the same in
each packet except the last one. The length should be indicated in the audio extensive
header. Figure 10 shows how to packetize the audio frames in AVP to support silence
suppression, in which a shaded square represents a silence frame.

With the above packetization rules, the effect of packet loss can be minimized. The
following sections shows how to packetize video and audio data for a few compression
methods.

Figure 10. AVP packetization for VBR audio.
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3.2.1. AVP packetization for 3-D wavelet video. It is easy to implement the AVP packeti-
zation in the 3-D wavelet-based compression. Since in the latter, a group of video frames is
collected to perform the 3-D wavelet transform, AVP can simply use the video frames and
the associated audio to form the synchronized group. In packetization, AVP can combine
multiple audio frames with the Low-Low (LL) band wavelet coefficients to form the packets
of priority 00. The LL band is the most fundamental band in the multi-band analysis of a
video signal in the wavelet transform [17]. With the wavelet coefficients of the LL band, a
video signal of low resolution can be recovered even without the coefficients of the other
bands. This is the reason why a high priority number is assigned to the packets containing
the LL band data.

3.2.2. AVP packetization for frame variable video. In the audio-based synchronization
scheme, the video frames are played according to the pre-known frame rate. However, frame
variable coding is widely used in low bit rate communications. For example, in the H.263+
Test Model 8 [8, 15], one or more video frames are skipped according to the available buffer
size. Although the frame variable codec skips frames here and there, the frame sampling rate
is fixed; therefore, the basic synchronization scheme of AVP is still valid. Since the position
of the video frame is indicated in the video extensive header, the receiver can simply play
back the video frame according to the position number (field VPS). In this way, the frames
skipped by the encoder will also be skipped by the player, as shown in figure 11.

3.2.3. AVP packetization for variable bit rate audio. In AVP, silence suppression is sup-
ported by the audio extensive header and the packetization rules. Generally, for audio-video
delivery, if silence presents at the end of a synchronized group, we need not pack it into the
AVP packet since the time information can be recovered by the video frame rate; otherwise,
the silence information should be included in the AVP packet as shown in figure 10. In the
AVP audio extensive header, the length of the silence period is represented by the number
of the audio frames which it covers. For example, in figure 10, the first AVP packet contains
one audio frame A1 and one silence period S1. Since the length of S1 is four times the length
of a audio frame, its length is 4, and the total length of audio is 1 + 4 = 5 which is the value
of the field AFL in the AVP extensive header for the VBR audio.

3.3. AVP control protocol (AVCP)

Similar to RTCP, AVCP also has the sender’s report (SR) and the receiver’s report (RR).
Since the inter-media synchronization is achieved via the audio-based scheme, there is
no need to include relative time information such as the RTP timestamp in the sender’s
report. However, the NTP timestamp in RTCP is preserved. Since the SR contains both the
sequence number and the NTP timestamp of a packet, the receiver can know its absolute
sending time. At the beginning of the media delivery, a AVCP packet will be sent with the
first data packet to indicate its sending time. Assuming that the sending time of the first
packet is T1 and the time span of the first synchronized group is Tg1, the receiver can get the
sending time of the next group which is T1 + Tg1. This information is helpful in scheduling
the proper display time of a synchronized group. Also the NTP timestamp can be combined
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Figure 11. AVP packetization for frame variable video.

with the sequence number to achieve synchronization of multiple sources as shown in
figure 12.

3.3.1. QoS control. The server can monitor the QoS according to the receiver’s report. In
the receiver’s report, the delay and loss information of the packets is sent back such that

Figure 12. Synchronization for multiple sources by NTP.



200 DONG ET AL.

the sender can adjust the packetization and transmission schemes according to the network
traffic conditions. The working scheme is similar to that of RTCP [1].

3.3.2. Prioritized selective retransmission. In addition to the SR and RR fields, AVCP has
an optional component of acknowledgment (NAK). NAK is sent back to indicate packet loss
when the prioritized selective retransmission function of AVP is activated by the application.
The content of NAK is the sequence number of the high priority packet which did not arrive
on time and needs retransmission.

The basic idea of the prioritized selective retransmission scheme is to sacrifice the packets
of low priority to ensure the delivery of high priority packets. When activated, the receiver
will set a threshold DT for the inter-arrival delay of high priority packets. Assuming that
the previous high priority packet arrives at time T1, if the next high priority packet has not
arrived by time T1 + DT , packet loss is assumed and an NAK will be sent back. When the
sender receives an NAK, it will immediately retransmit the packet and drop all the packets
of the lowest priority in the following synchronized group.

Since retransmission is not desirable in most real-time applications, the users should be
very careful when using the prioritized selective retransmission scheme. Nevertheless, this
scheme can improve the efficiency and quality of some applications which are very sensitive
to the loss of high priority packets.

4. AVP performance analysis

AVP can improve the transmission efficiency, since the timestamp is eliminated and the
packet rate is reduced by combining video and audio together. In addition, the information
carried by AVP header and extensive header helps to maintain good synchronization even
if some packets are lost. In this section, the performance of AVP is analyzed for both
synchronization and efficiency.

4.1. Synchronization performance

According to the audio-based synchronization scheme, the receiver will group the packets
with similar group numbers together for playback. If there is no packet loss during the
transmission, the time information can be well recovered. Packet loss can be detected by
the receiver using the sequence number. If packet loss is presented, the receiver must make
use of the information packed in the AVP extensive header to achieve synchronization.

According to the content of the lost packet, we classify the packet loss into three cate-
gories: video packet loss, audio packet loss, and mixed packet loss. The video packet loss
here refers to the loss of the video only packet, the audio to the audio only packet, and the
mixed to either the combination of the above two packets or the AVP mixed packet. The
synchronization performance will be analyzed under these three situations individually.

4.1.1. Video packet loss. The effect of the video packet loss on synchronization is minor
because it is audio that carries the time information. In some cases, the video packet loss
will not affect synchronization at all. For example, in the 3-D wavelet compression, video
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packet loss will cause quality degradation, but have no effect on synchronization. Only
when a synchronized group contains multiple video frames, it is difficult for the receiver to
determine the positions of the remaining frames in the group. This problem can be solved
by using the 4-bit AVP video extensive header. Since the play position of the video frame is
explicitly shown in the extensive header, the receiver knows when to play the reconstructed
video frames even with the video packet loss.

4.1.2. Audio packet loss. Since audio plays a very important role in synchronization, AVP
must deal with the audio packet loss. The approach is to store redundant audio information
in the AVP audio extensive header. According to the AVP packetization rules, if there are N
audio packets in one synchronized group, the audio length in packet Pi , i = 1, 2, . . . N −1,
should be the same. Only the audio length in the last packet PN could be different. According
to the definition of field AFN in the audio extensive header, the audio length in packet PN

is recorded in the previous packets Pi , i = 1, 2, . . . N − 1 while the audio length in packets
Pi , i = 1, 2, . . . N − 1 is recorded in PN . Hence, if one or more packets between P1 and
PN−1 are lost, the receiver can still recover the time information from the extensive header
of the PN or other received packets between P1 and PN−1; if PN is lost, the time information
can be recovered from the extensive header of any packet between P1 and PN−1, as shown
in figure 13. If all audio packets are lost in one synchronization group, there will be no

Figure 13. Synchronization performance with audio packet loss.
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lip synchronization problem. The receiver can just play the video frames according to the
frame rate with a silence period. As a result, synchronization is attained in any case.

4.1.3. Mixed packet loss. This situation is the combination of the above two (video and
audio loss); therefore, AVP can handle it with the combination of the two approaches. For
the reconstructable video frames, the receiver can always determine their relative play time
with the aid of the AVP video extensive header. Also the time information can always be
retrieved if any of the audio packets is received as stated above. If all the audio frames are
lost but the last video frame is available, the receiver can still use the video frame rate as
valid time information. If the last video frame is lost as well as all the audio packets, the total
display time of this group can not be retrieved accurately. However, the lip synchronization
is still achieved and only the play time of the next group is affected, which may cause some
problems in interactive applications, but is quite acceptable in video streaming.

In reality, since a gap is unavoidable because of the data loss, the receiver can schedule
the play time of the next group according to its buffer condition. For example, if the buffer
is overflow, the next group can be played earlier. We can use an example to show how AVP
handles the mixed packet loss. Assume that the video frame rate is 20 fps, and the audio
frame length is 20 ms. The sender packetizes the media in the way as shown in figure 11.
When the second and the fourth packet are lost during transmission, the receiver can get
the audio length in the second packet from either the first or the third one, since the audio
signals are of same length. Similarly, the audio length of the fourth packet can be retrieved
from the extensive header in the first or third packet. Therefore, the total time information
can be recovered, which is (4 × 3 + 1) × 20 = 160 ms. Figure 14 shows the result of
the media presentation when the mixed packet loss occurs. The receiver may repeat the
previous video frame at the play position of the lost one to get a better result.

4.2. Transmission efficiency improvement

With the audio-based synchronization and the prioritized packetization scheme, AVP in-
creases the transmission efficiency without performance degradation. Table 2 compares
the header sizes of AVP, general RTP (separated audio-video), and BMPEG, respectively.
Compared with the BMPEG header, the AVP header is at least 76 bits smaller for single-
source applications. Thus AVP can save 2.28 kbps if the packet rate is 30 per second. In
comparison with the general RTP, the AVP header can save 64 bits in the single-source
applications and only 12 bits in the multiple-source applications. It appears that the saving

Table 2. Header sizes of AVP and RTP.

Fixed AVP header 32–64 bits

Fixed RTP header 96 bits

AVP audio extensive header 8–16 bits

AVP video extensive header 4 bits

RTP BMPEG header 32 bits
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Figure 14. Synchronization performance with mixed packet loss.

is limited in the latter case. However, since AVP reduces the packet rate by packing video
and audio together, it still saves a lot of bandwidth. For example, the sampling rate for the
MPEG audio is 44.1 kHz, and one audio frame covers 384/44100 = 8.71 ms. There will be
about 115 audio frames in one second. Suppose RTP packetizes four audio frames into one
packet, the bandwidth needed to transmit the overhead (the 36-byte RTP/UDP/IP header)
of the RTP audio packets is 115 × 36 × 8/4 = 8.28 kbps. Since the audio and video are
packed together in AVP, the 8.28 kbps bandwidth can thus be saved. If the video packet
rate is 30 per second, AVP can save 30 × 12 + 8280 = 8.64 kbps even for multiple source
applications.

In addition to the bandwidth saving, the reduced packet rate and the single-session delivery
in AVP also lead to less waiting time at the routers. As a result, the end-to-end delay of
media unit is reduced which is highly desirable in real-time applications. Generally, the
end-to-end unit delay can be represented by the following equation:

DUnit = Dp + Dm +
m−1∑
i=1

τi,i+1. (1)

where Dp is the constant propagation delay, D1 is the variable portion of one-way trip
time for packet m in the media unit including the transmission delay and queuing delay,
and τi,i+1 is the interval of sending time between packet i and i + 1 at the source. For
convenience, other parameters that will be used in the following analysis are listed in
Table 3.
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Table 3. Common transmission parameters.

BV Bandwidth of video session in RTP

BA Bandwidth of audio session in RTP

BAV Bandwidth of combined audio-video session in AVP

SVi Size of the i th video packet

SAi Size of the i th audio packet

SAVi Size of the i th combined audio-video packet

RV Video source sending rate

RA Audio source sending rate

RAV Combined media source sending rate

Figure 15. A two-server hop model.

For simplicity, we will use a single-hop transmission system to compare the end-to-end
unit delay in RTP and AVP. Usually, a single hop can be modeled by a two-server system
[25] as shown in figure 15. The time needed to pass the hop consists of two parts. One is
independent of the packet size such as the data processing time at the incoming server and
the media access time at the outgoing server, and the other varies with the packet size such
as the internal transmission time and the outgoing transmission time. For simplicity, we
define the data processing rate as the size of data (in bits) which pass the hop (including the
incoming server and the outgoing server) in a time unit. Hence, this parameter takes all the
above factors into consideration, and we can use it to receive a good approximation in an
average sense.

Assuming the average data processing rate for hop k to be Rhk , the waiting time for a
packet Pk

m (the mth packet in the queue at hop k) should be:

m−1∑
i=1

Sk
Pi

/
Rhk .

where Sk
Pi

is the size for packet i at hop k and
∑m−1

i=1 Sk
Pi

is the total data size before packet
Pk

m in the queue at hop k.
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In RTP, two queues are formed to wait for the service of hop k since video and audio
packets are sent separately. Suppose that the data size is SSk

Vm
before the latest video packet

Pk
Vm

and the data size is SSk
An

before the latest audio packet Pk
An

, the waiting time for Pk
Vm

is
SSk

Vm
/RV hk and the waiting time for Pk

An
is SSk

An
/RAhk , where RV hk and RAhk are the data

process rate of the video and audio sessions at hop k, respectively. So the waiting time for
the latest packet in the whole message including video and audio is:

max
(
SSk

An

/
RAhk , SSk

Vm

/
RV hk

)
.

In AVP, only one queue is developed. The waiting time of the latest combined video-audio
packet Pk

AVl
is SSk

AVl
/Rhk , where SSk

AVl
is the data size before Pk

AVl
in the queue. Since other

conditions are the same, we have:
{

SSk
AVl

.= SSk
Vm

+ SSk
An

Rhk = RV hk + RAhk .

It is easy to prove that max(SSV k
m
/RV hk , SSk

An
/RAhk ) ≥ SSk

AVl
/Rhk . That is, the queuing

delay is smaller in AVP than RTP. Since the queuing delay is the dominant factor in the
end-to-end delay, the overall performance of AVP is better than that of RTP.

5. Performance evaluation

In order to evaluate the performance of our proposed protocol, a number of experiments
were conducted. First of all, the delay and jitter performance of AVP and RTP are evaluated
since they are the key factors affecting the perceptual quality in real-time applications.
Secondly, the quality of video delivered via AVP and RTP are compared to show the impact
of bandwidth saving of AVP. The following subsections will describe the two kinds of
experiments and present the results.

5.1. Delay and jitter behavior

In this part, the end-to-end delays of the media unit and the synchronized media unit,
respectively, are measured and compared under different traffic situations. Jitters, which
reflect the difference between the interarrival delay of the media unit, will also be calculated
and compared for the two protocols. Before proceeding any further, we first define the media
unit and the synchronized media unit here.

• Media unit: One or multiple media frames which are decodable and presentable on their
own. For example, in an MPEG format of I-B-B-P, the I frame is a media unit, but the P
frame is not because it can not be displayed until the B frames are displayed.

• Synchronized media unit: A set of media units which must be presented together.

Generally, a media unit can be divided into multiple transport packets; therefore, the
end-to-end delay of a media unit is Dm = Treceivelast − Tsendfirst , where Dm is the end-to-
end media unit delay, Treceivelast is the arrival time of the last packet of the media unit, and
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Figure 16. Network topology of simulations.

Tsendfirst is the sent-out time for the first packet. For a synchronized media unit, the end-to-
end delay includes not only the packet travel time but also the buffering time needed for
synchronization. In the simulations, the buffering time consists of only the waiting time of
the early arrived media unit for its associated media units.

The simulation software used in our experiments is NS2 (Version 2) [18], which is a
widely used discrete event simulator in the network research. The topology is shown in
figure 16. The video and audio are stored in M3 and will be delivered to M5. The bandwidth
of the long distance link between M0 and M1 is 1.5 Mbps, and the propagation delay is
100 ms. Since most of the Internet traffic is caused by web browsing, we use randomly
generated HTTP sessions [6] as the background traffic in our simulations.

In the simulations, we focus on the narrowband transmission because it is a realistic
situation for home network users. In order to mimic the narrowband connection, we set the
bandwidth of the short links between the end users and the routers as shown in figure 16 to
64 kbps. Low bit rate video and audio traffics (with parameters in Tables 4–1 and 4–2) are
generated for this simulation.

The performances of AVP and RTP under both light and heavy traffic conditions (with
the parameters shown in Table 5) are investigated. From figures 17 and 18, we can see that
the end-to-end delay reduction of AVP is very significant, especially when the background

Table 4-1. Parameters of the low bit rate video.

Payload Frame size (bytes/frame) Frame rate (fps) Ave. bit rate (kbps)

MPEG video 25359 5 22.5

Table 4-2. Parameters of the low bit rate audio.

Payload Sampling rate (kHz) Frame rate (ms) Bit rate (kbps)

G.729 audio 8 10 8
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Table 5. Parameters of background traffic in narrowband simulations.

Session no. Page no. Pagesize Object no. Object size

Light 2 10 1 kB 10 1.2 kB

Heavy 100 250 1 kB 12 1.2 kB

Figure 17. Synchronized media unit delay under light background traffic (64 kbps).

Figure 18. Synchronized media unit delay under heavy background traffic (64 kbps).
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Figure 19. RTP media unit delay under light background traffic (64 kbps).

Figure 20. RTP media unit delay under heavy background traffic (64 kbps).

traffic is heavy. Figures 19 and 20 show the delays of RTP video and audio units under both
light and heavy background traffic, respectively. Although the size of audio packet is small,
the delay is quite long due to the waiting time at intermediate nodes. As analyzed in Section
4, the reduction of the end-to-end delay using AVP primarily comes from the less queuing
delay of the packets due to the reduced packet rate by combining audio and video together.
The overhead reduction also saves a lot of delivery time in narrowband applications.
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Figure 21. Media unit delay under heavy background traffic for whole simulation (64 kbps).

Figure 20 shows the beginning part of the simulation, and we can see that there is no
packet loss. However, as the simulation continues, the delay of the RTP audio unit aggregates
and packet loss takes place when the elapse time is around 15 s, as shown in figure 21. This
phenomenon demonstrates that too many small packets will causes longer delay especially
when the bandwidth is narrow.

From the above simulation results, we can see that the end-to-end delay of the AVP unit
is generally shorter than that of the RTP unit, and the delay reduction is very significant in
the narrowband applications. Table 6 shows the mean value of the AVP unit delay and the
synchronized RTP unit delay, respectively, for a period of 15 seconds in different situations
as well as the calculated jitters. From the table, we can see that AVP can save nearly
50% end-to-end delivery time, and smaller jitters are highly desirable in continuous media
display. In general, AVP can provide a more efficient delivery of video-audio applications
on the Internet than RTP.

5.2. Impact of bandwidth saving on video quality

In order to investigate how much improvement of video quality can be achieved by using
AVP, we designed the following experiment. A compressed video bitstream is delivered

Table 6. Average media delay and jitter under different traffic conditions.

AVP unit Sync. RTP unit AVP unit Sync. RTP unit
Traffic conditions delay (ms) delay (ms) jitter (ms) jitter (ms)

Narrowband w. light traffic 318.9 367.6 43.6 51.4

Narrowband w. heavy traffic 441.2 835.3 73.3 87.9
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Figure 22. System diagram of video streaming simulator.

across a simulated 64 kbps channel in which either AVP or RTP can be selected as the
transport protocol. At the receiver side, the protocol header will be removed and the video
will be reconstructed for display (figure 22).

In the simulation, the compressed video bitstream is generated by the 3-D wavelet com-
pression software produced in our research group [5]. Since a group of video frames (GOF)
is used in the 3-D wavelet transform for compression, the packets belonging to the same
GOF must be received before a deadline TD for timely reconstruction and display, and late
packets will be dropped by the receiver. Apparently, more efficient delivery causes less
packet dropping, and eventually leads to better visual effect of the video at the receiver
side.

Figure 23 compares the PSNR of the received video delivered by AVP and RTP, respec-
tively. Since colored video sequences are used in our experiment, the PSNR shown in the

Figure 23. Frame-by-frame PSNR comparison of the video sequences delivered by AVP and RTP.
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figure is calculated using the PSNRs of the YUV components as the following:

PSNR = PSNRY

2
+ PSNRU

4
+ PSNRV

4
.

From the experiment results, the PSNR of the video delivered by AVP is one or two dB
higher than that delivered by RTP.

In broadband applications where the video quality is very high, one or two dB difference
can hardly be distinguished by human eyes. In narrowband applications, that difference
can be very significant. Figure 24 is the original 31st video frame of the video sequence
Grandma, and figures 25 and 26 are the reconstructed video frames delivered via RTP and
AVP, respectively. Since the RTP header occupies a large share of bandwidth, some color
information is lost and the video quality is degraded significantly (figure 25). In comparison,
AVP achieves much better quality as shown in figure 26.

Figure 24. The original 31st frame in video sequence Grandma.

Figure 25. The reconstructed 31st frame delivered by RTP.
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Figure 26. The reconstructed 31st frame delivered by AVP.

6. Conclusions

In this paper, we have presented a new transport protocol for multimedia communications
called AVP. AVP adopts a novel synchronization scheme which uses audio signal as the
time reference. While achieving easier synchronization, this scheme eliminates the times-
tamp and significantly reduces the header size. Also fewer control packets are needed for
delivering the same amount of data. As a result, the transmission efficiency is improved.

It should be noted that eliminating the timestamp in the transmission process will not
affect the functions which the timestamp has to play on the receiver side. This is because
the latter can use a calculated timestamp using the audio reference plus the NTP timestamp
which is still preserved. As a result, the receiver side can still schedule the display time
of the audio-video packets and compute the interarrival jitter for QoS control. In addition,
the AVP video extensive header can work with the group number to maintain the framing
function of the RTP timestamp when packet loss occurs.

Another attractive advantage of AVP is the prioritized packetization scheme. With the
prioritized packetization scheme, different priorities can be assigned to packets at both the
transport and the network layers (assume IPv6 is used). Based on the prioritized packetiza-
tion scheme, a prioritized selective retransmission scheme can be deployed to improve the
transmission reliability of the high priority packets in some applications.

To implement the audio-based synchronization scheme, we designed the AVP fixed header
and the extensive header, respectively. The AVP fixed header provides necessary information
for synchronization and packet loss detection, etc., and the AVP extensive header is designed
to achieve better error recovery. With the extensive header, AVP can perform quite well when
packet loss occurs.

To evaluate the performance of AVP, a series of simulations are conducted. The end-to-
end unit delay of AVP is measured and compared with that of RTP under different traffic
conditions in narrowband applications. Simulation results show that AVP can achieve lower
end-to-end unit delays for media delivery under various traffic conditions. Furthermore, the
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visual quality of the received video delivered by AVP is better because the overhead is
smaller and more bits are used for delivering media data. In conclusion, AVP can achieve
a highly efficient multimedia delivery with a better overall quality than the RTP protocol,
which is very attractive in low bit rate streaming applications.

AVP is not to replace RTP completely (RTP is advantageous in interactive applications
such as videoconference), but to provide a better solution for streaming stored video on
the Internet. Using AVP in many emerging applications such as video on demand is more
efficient than using RTP. However, there are two major barriers for wide adoption of AVP.
The first is the implementation cost. Although the cost of the hardware implementation of
AVP will not be much higher since the complexity of AVP is about same as RVP, people
are reluctant to replace a functional protocol with any new one even if the latter has better
performance due to the overall cost of replacement. Secondly, streaming multimedia on
the Internet has not become a widespread application of the Internet. Hence there is no
urgent need to implement a new protocol designated for streaming. It is our belief that with
continuing increase of various streaming applications on the Internet, AVP can be adopted
to achieve better streaming quality of multimedia.
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