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Radar Image Study of Simulated Breaking Waves
Hyunjun Kim, Student Member, IEEE,and Joel T. Johnson, Member, IEEE

Abstract—Radar images of electromagnetic scattering from
one-dimensional simulated ocean breaking waves are described.
Backscatter results from 10–14 GHz at 60 to 80 incident angles
are considered for surfaces that satisfy an impedance boundary
condition. The generalized forward–backward method with
spectral accelerations was used as an exact numerical solution
to obtain backscatter returns from several surface profiles, and
radar images are formed through back-projection tomography.
Detailed investigations of the images are provided to clarify
major and secondary scattering events, as well as the polarization
dependence, and a ray-tracing analysis is performed to interpret
multipath scattering mechanisms. By adding surface roughness
outside the breaking region, small-scale roughness scattering
effects are also investigated.

Index Terms—Breaking waves, generalized forward–backward
method, multipath scattering, radar imaging.

I. INTRODUCTION

SEA SURFACE scattering is of particular interest in mi-
crowave remote sensing. Several experiments and numer-

ical simulations of laboratory breaking waves have been per-
formed to suggest that the breaking portion of an ocean surface
plays an important role in “superevent” or “sea-spike” scattering
phenomena [1]–[4], where horizontal–horizontal/vertical–ver-
tical cross-section ratios become unity or larger. Strong multiple
interactions between breaking points and other surface points
have been proposed to explain observed scattering behaviors
at near-grazing incidence angles [5], [6]. Although numerical
scattering calculations with breaking-wave profiles can repro-
duce many of the observed effects, obtaining insight into the
surface features that produce particular radar returns can be dif-
ficult from numerical data alone.

Imaging techniques can provide a means for analysis and
better understanding of rough-surface scattering phenomena
in various situations [7]–[9]. Recent development of efficient
numerical methods for backscattering predictions has enabled
radar image formation with simulated data [10], [11]. Previous
radar image studies based on a power-law surface model
(Pierson–Moskowitz spectrum) have shown some multiple
interaction effects due to the Bragg scattering component in
conjunction with the longwave portion of the surface [12].
Though the Pierson–Moskowitz surface model produces impor-
tant image features such as polarization dependencies, surface
tilting effects, and surface roughness length scale effects, the
power-law surface model is unable to explain the “superevent”
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Fig. 1. Ocean-breaking waves from the “longtank” simulation.

phenomenon. This motivates extension of radar image studies
to more realistic cases involving breaking-wave models.

In this paper, radar images of breaking waves computed from
numerical scattering model data are investigated. High-reso-
lution radar images formed from back-projection tomography
of frequency- and angle-swept backscatter data are considered
as polarization and surface profiles are varied. Breaking-wave
profiles are obtained from the “longtank” numerical hydro-
dynamic simulation [13] applied in several previous studies
[3]–[5]. Surface-scattering calculations are performed using
the “generalized forward–backward (FB) method,” which
remains effective even with the multivalued surface profiles
obtained as wave breaking occurs [14]. Time-domain and radar
image results are described to illustrate the important scattering
mechanisms. A ray-tracing analysis based on a “four-path”
multipath model [15], [16] is applied to predict secondary
scattering sources observed in the radar images. Small-scale
surface roughness effects are also discussed.

II. SCATTERING GEOMETRY AND NUMERICAL MODEL

One-dimensional simulated sea waves obtained from the
“longtank” numerical model of the University of California,
Santa Barbara [13] are considered in this paper. Fig. 1(a) de-

0196-2892/02$17.00 © 2002 IEEE



2144 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 40, NO. 10, OCTOBER 2002

picts profiles of the time-evolving longtank waves from [13,
Fig. 1]; plotted are a total of 18 wave profiles that describe
steepening waves through fully developed breaking waves.
A more detailed description of these profiles is provided in
[3]; note that no small-scale surface roughness is contained
in these profiles. Being coarsely and unequally sampled, the
original surface points are interpolated so that a sufficient
number of unknowns per wavelength throughout the profile
can be obtained for numerical electromagnetic simulations.
In addition, in the case of near-grazing incidence that results
in large spot sizes for a tapered incident wave, the original
surfaces are horizontally extended to avoid scattering contri-
butions from surface edges, as illustrated in Fig. 1(b). The
inclusion of an extended flat surface is also important if mul-
tipath reflection from points away from the breaking region
becomes significant.

The medium is assumed to be described by an impedance
boundary condition with a relative permittivity of ( )
to approximate the high conductivity sea water at X-band. The
surface length in this study is chosen to be 8.78 m with
4096 surface points. A phase-corrected tapered beam with spot
size is used to confine the incident field to this length
[17]. It should be noted that in the scattering calculations all sur-
face profiles are shifted so that the peak point of each profile is
located at the center of the spot. The tapering parameter given
above is sufficient to provide accurate surface scattering calcu-
lations up to the maximum 80incident angle considered in this
paper [18].

An important part of the longtank wave is the breaking
portion of the surface, where the surface profile becomes mul-
tivalued, as shown in Fig. 1. Since standard analytical formulas
for rough-surface backscattering do not apply to this type of
surface, only numerical results are considered in this study.
An improved iterative method of moments (MoM) solution
is employed to treat surfaces with multivalued profiles, since
some conventional iterative methods may have convergence
problem in these cases. The generalized forward–backward
(GFB) method is based on combination of a direct matrix
calculation for the region containing obstacles (ship targets
or large breaking waves) with the FB iterative algorithm for
the rest of the area [14]. To improve the efficiency of the
calculations, a novel spectral acceleration (NSA) technique for
“weak” interaction region in the forward–backward iterative
procedure is also applied so that radar images can be formed in
a reasonable computational time [10], [11]. In the backscatter
simulation, the number of points in the direct MoM region is
fixed to 120 surface points (about 0.2 m) for all surface profiles.
The size of the strong region for the NSA algorithm was set to
0.5 m and was found in tests to provide accurate backscatter
results for all cases. For horizontal (HH) polarization, an
electric field integral equation is used. In most cases, six or
seven iterations are required to obtain a backscatter result.
For vertical (VV) polarization, a smaller number of iterations
is required (two or three iterations for all cases) by using a
magnetic field integral equation. For a large surface with a
relatively small direct MoM region, the resulting computation
count and memory requirement reduce to , where is
the number of surface unknowns.

A two-dimensional (2-D) SAR image of a deterministic sur-
face is constructed from a set of frequency- and angular-swept
complex backscattered field data. This corresponds to a “spot-
light” SAR image in which the incident beam is oriented to
illuminate a fixed surface area. Note the 2-D surface geometry
does not allow realistic “side-looking” image formation: here
the range direction lies in the same plane as the circular arc
of the “platform” path. Back-projection tomography using an
inverse Fourier transform is employed to generate the images
[19]. For normal incidence, the down- and cross-range direc-
tions coincide with the and axes as shown in Fig. 1,
respectively (i.e., the incident field approaches the surface
from above). Down- and cross-range resolutions of the image
can be determined by the frequency and angular bandwidths,
respectively.

Backscatter data were collected over a 4-GHz frequency
bandwidth (10–14 GHz) and a 20angular bandwidth (60to
80 ) to allow 3.75-cm down-range and 3.65-cm cross-range
resolutions in the image domain, respectively. The above
image resolutions are reasonable in this problem to discern
important scattering features. Frequency and angle steps are
chosen (50 MHz and 0.4, respectively) so that unambiguous
ranges include possible secondary scattering sources in cases
involving multiple scattering. A total of 4000 (8050) repeated
numerical scattering model computations are needed to obtain
an SAR image. With the GFB parameters mentioned above,
the overall computation time on a 500-MHz CPU becomes
approximately 100 h for HH polarization and about 50 h for
VV polarization. This was reduced to 25 and 12 h, respectively,
through the use of four processors. If necessary, an interpolation
of far-zone backscattered fields or of surface-induced currents
can be applied to improve frequency or angle sampling rates,
resulting in reduced computation time. Interpolation issues are
discussed in Section III. To obtain a high-resolution image with
moderate side-lobe levels the Kaiser-Bessel window ( ) is
applied to both frequency and angle data [20].

III. B ACKSCATTERING RESULTS

A. Time-Domain Responses

Time-domain results are obtained from frequency-swept
(10–14 GHz) backscatter data at a fixed incident angle. Both
HH and VV time-domain responses for waves 12 and 16 at 70
incident angle are presented to illustrate important scattering
centers and polarization effects. As shown in Fig. 2, envelope
time-domain results for wave-12 show three discernible peaks
around the reference time ( 0 ns), which is defined at the
center of the axes ( ). Since there is little backscat-
tering from the flat portion of the surface, and the breaking wave
is located above the reference plane ( ), direct scattering
from the breaking region is expected to occur at earlier times.
The first peak near 0.5 ns, therefore, corresponds to the di-
rect backscattering from the breaking region of the surface. The
polarization ratio for direct backscattering (HH/VV) of wave-12
is about 20 dB, indicating a “superevent” type of behavior
for the direct backscattering term. West [4], [21] employed a
MoM solution combined with geometrical diffraction theory
(MM/GTD) for the same wave profiles and observed similar
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Fig. 2. Envelope time-domain response for wave-12:f =10–14 GHz,�f = 50 MHz,� = 70 . (a) HH polarization; (b) VV polarization.

Fig. 3. Scattering mechanism of four-path model. (a) Path 1 (b). Path 2.
(c) Path 3. (d) Path 4.

large HH/VV ratios from an isolated breaking region (without
multipath scattering) at stages wave-9 through wave-18.

Compared to the first peak, the contribution of the peaks at
later times is also significant and originates from time-delayed
multipath scattering. To describe the secondary peaks, it is
useful to incorporate a multipath scattering model to identify
the nondirect scattering terms. Previous studies [5], [6] have
shown that the “four-path” model can be used as a physical
basis for multipath scattering phenomena. Johnson [15], [16]
also employed this “four-path” model to examine the scattering
from an object above a rough surface. The breaking portion
of the surface can be treated as a target above a surface, and
the four-path model can be effective to analyze the secondary
scattering mechanisms. As shown in Fig. 3, the four-path
model involves a standard backscattering path from the surface
breaking points (path 1), a bistatic scatter from the breaking
points preceded or followed by a reflection from the flat portion
of the surface (paths 2 and 3) representing single-bounce pro-

cesses, and finally, a bistatic scatter from the breaking points
preceded and followed by a reflection from the flat portion of
the surface (path 4) representing a double-bounce mechanism.

According to the multipath model, the second peak corre-
sponds to the sum of paths 2 and 3, which are reciprocal paths
that contribute to the peak coherently. Analysis of time delays
for the single-bounce path shows an expected return around

. For the case of wave-12, the level of multipath scat-
tering by paths 2 and 3 is comparable (for VV polarization) to
or even larger (for HH polarization) than the direct scattering
peak, implying a strong bistatic contribution from the breaking
points. Smaller levels of multipath returns for the VV case com-
pared to the HH case can occur due to smaller bistatic scattering
from the breaking region in VV polarization, or due to the re-
duced reflection coefficient in VV polarization for the single-
and double-bounce paths off the front surface of the breaking
wave. Although the pseudo-Brewster angle for VV polariza-
tion occurs beyond the maximum 80incident angle consid-
ered here, differences between vertically and horizontally polar-
ized reflection coefficients are still significant, as will be further
discussed when examining radar images. Time domain returns
from waves 1–18 (not plotted) show that, in the earlier stages
of the waves, the multipath scattering effects are negligible, and
direct backscattering from the crest region of the surface domi-
nates the overall scattering process. As the surface evolves, the
multipath scattering effects become more significant.

In Fig. 4, time-domain responses are plotted for wave-16. The
VV return shows an increased direct backscatter return, while
HH shows a direct backscatter return similar to wave-12. Mul-
tipath scattering effects are decreased as compared to wave-12
in both polarizations. Though strong multipath effects are ob-
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Fig. 4. Envelope time-domain response for wave-16:f =10–14 GHz,�f = 50 MHz,� = 70 . (a) HH polarization; (b) VV polarization.

served for both waves, the dominant scattering mechanism that
produces the large HH/VV ratio is the direct backscattering term
and is due to the geometrical structure of the breaking region,
as discussed in [21]. Radar images in Section III-B will further
clarify scattering mechanisms observed in the time-domain re-
sults. The images are also used to confirm the surface points that
are associated with multipath scattering contributions.

B. Two-Dimensional Radar Image Results

In Fig. 5, HH and VV polarized radar images obtained from
numerical results are plotted for wave-12. The surface profile
is also overlaid to verify the image source locations. As shown
in the figure, strong backscatter returns for single scattering are
observed from the breaking points for both polarizations. In ad-
dition to the single-scattering returns that appear on the surface
profile, multiple-scattering effects due to interaction between
breaking points and the profile front surface are observed below
the surface.

A ray-tracing analysis based on the four-path model can be
used to estimate locations and associated surface points for sec-
ondary scattering images. In a previous study [12], for all sur-
face point pairs, a ray-tracing analysis was conducted to verify
locations of multiple-scattering images. For breaking waves, the
analysis is performed between breaking points and all other sur-
face points. First, as illustrated in Fig. 6, we draw rays that con-
nect incident and scattering rays to represent the single- and
double-bounce mechanisms, respectively. Next, by calculating
the time-delay of each ray, the locations of additional images can
be obtained for the two different scattering mechanisms. This
process is repeated for all surface points outside the breaking
region. As a final step, the corresponding time-delayed points
are placed along the down-range from the center of the two

Fig. 5. Two-dimensional backscattering radar images of wave-12:f =10–14
GHz,�f = 50 MHz,� = 60 to 80 , and�� = 0.4 .
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Fig. 6. “Four-path” ray-tracing prediction for the location of time-delayed
multipath images at 70incident angle.

points (a specular reflection point and a breaking point) for
the single-bounce mechanism, and from the specular reflection
points for the double-bounce mechanism. Overlaid on the image
domain, the predicted points match the time-delayed images
very well, justifying the basic ideas of the four-path model.

As observed in Fig. 5, significant polarization differences are
observed for wave-12 images. The maximum image levels are

14.2 dB for HH polarization and 36.2 dB for VV polariza-
tion. The strongest image points for HH polarization come from
the strong single-bounce term, which is 6.8 dB higher in am-
plitude than the direct single-scattering term (21.0 dB). The
double-bounce term (24.1 dB) is also comparable to the di-
rect backscattering term. The VV image shows a dominant di-
rect backscattering image level (36.1 dB) and relatively weak
multipath scattering contributions (45.0 dB and 61.1 dB for
single- and double-bounce terms, respectively). Similar polar-
ization behaviors were observed for time-domain results in Sec-
tion III-A. For VV polarization, some discrepancies between
time-domain and image results are observed. Time-domain re-
sults in Fig. 2 showed similar levels between direct backscat-
tering and the single-bounce scattering. However, image results
show some differences between these two scattering terms. This
may be due to the coherent averaging over the wide range of in-
cident angles in the image formation.

For wave-16, as shown in Fig. 7, the maximum scattering
occurs from the single-scattering returns for both polarizations
( 19.4 dB for HH and 17.4 dB for VV). The VV image shows

Fig. 7. Two-dimensional backscattering radar images of wave-16:
f =10–14 GHz,�f = 50 MHz,� = 60 to 80 , and�� = 0.4 .

greatly increased direct scattering returns compared to wave-12,
while HH returns are only slightly increased. For HH polariza-
tion, the single- and double-bounce terms are 2.2 dB and 8.4 dB
lower than the direct backscattering, respectively, while VV po-
larization produces 21.2-dB and 40.2-dB lower returns in single-
and double-bounce terms.

In Fig. 8, plots are shown of the maximum image intensity
and the polarization ratios of each scattering mechanism for
wave-1 through wave-16. As shown in Fig. 8(a) and (b), the
direct backscattering level ranges from27.3 dB (wave-2) to

13.94 dB (wave-8) for HH and from 36.1 dB (wave-12)
to 14.2 dB (wave-8) for VV. In the earlier stages before
breaking, the single- and double-bounce mechanisms are much
lower than direct backscattering. While the VV image intensity
produces multipath scattering terms that never exceed direct
backscattering, the HH image yields larger single-bounce
returns than direct scattering for waves 10–13. For the wave-13
case, all three HH scattering terms yield similar amplitudes
within a 4-dB range. An interesting feature in the wave-14
HH image is that the double-scattering term is slightly higher
than the single-bounce term by 2.4 dB. The ratio between the
direct and single-bounce scattering mechanisms is plotted in
Fig. 8(c). For all cases, VV shows an approximately 10-dB
greater ratio between scattering processes than HH. Reflection
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Fig. 8. (a) Maximum HH image domain amplitudes. (b) Maximum VV image domain amplitudes. (c) Image domain ratio of direct and single-bounce mechanisms.
(d) Polarization ratios of scattering mechanisms.

coefficients for reflection from a flat surface show a ratio
between polarizations ranging from 3.2–12.1 dB (average
6.7 dB) over 60 to 80 incident angles, so that some of this
difference can be interpreted as due to the Fresnel reflection
coefficient. The remainder is thought to be due to the polariza-
tion differences in breaking region diffraction effects. Fig. 8(d)
shows the polarization ratio for each scattering process. For all
cases except wave-9 to wave-12, the direct scattering shows
a similar backscatter level for both polarizations. For wave-9
to wave-12, the HH/VV ratio increases up to 15 dB. For the
single- and double-bounce mechanisms, HH/VV ratios are
greater than 10 dB for most cases.

C. Breaking Wave With Small-Scale Roughness

As a more realistic case, surface roughness is introduced on
the flat portion of the breaking wave. The surface roughness out-
side the breaking region is added through a Pierson–Moskowitz
(P–M) power-law spectrum to approximate a rough-sea surface.
Recently, surface roughness effects on breaking-wave scattering
using a P–M spectrum have been addressed. Zhaoet al. [22]
employed a model-based approach to calculate coherent and
incoherent radar cross sections using Monte Carlo simulation

over many rough-surface realizations. In this section, radar im-
ages are constructed for particular profiles to observe the effects
of surface roughness for both polarizations. Due to the strong
scattering contributions from the small-scale roughness that in-
crease the range of scattering sources in the image domain, a
smaller frequency step size (25 MHz) in image formation is
needed. In this paper, a simple interpolation algorithm for sur-
face currents versus frequency has been applied to reduce the
overall computation time to obtain an alias-free radar image.
To improve the accuracy of the interpolation, surface currents
are first divided by the incident field phase factor (a function
of frequency, angle, and position) because this factor produces
rapid variations in frequency particularly near surface edges.
The interpolation is then performed on the more slowly varying
“phase-extracted” currents and the incident field phase factor in-
cluded again after the interpolation. Tests for a subset of obser-
vation angles showed surface currents interpolated to a 25-MHz
step from a 50-MHz step original data to be in good agreement
with exact 25-MHz step results. Note that this process does
not require that the surface current variation versus frequency
be entirely determined by the incident field phase factor, but
rather simply attempts to improve the accuracy of the interpo-
lated values obtained.
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Fig. 9. Two-dimensional backscattering radar images of wave-12 with
roughness (wind= 1 m/s):f =10–14 GHz,�f = 50 MHz,� = 60 to 80 ,
and�� = 0.4 . Frequency step in the VV image is 25 MHz (interpolated from
50-MHz step).

Fig. 9 shows radar images of wave-12 with surface roughness
generated by a 1-m/s wind speed. As shown in the figure, di-
rect backscattering for HH polarization from the rough-surface
region is negligible compared to the direct scattering from the
breaking region. The overall backscattering level is not sensitive
to the surface roughness for HH case. However, for the VV case,
the single-scattering returns from the rough surface are much
higher than the HH case and are even comparable to the direct
backscattering term. This is due to the strong Bragg scattering re-
turns from the small-scale rough surface. Due to the roughness
on the surface, it is not appropriate to apply the ray-tracing al-
gorithm to predict the multipath scattering returns. However, we
can observe how the surface roughness can affect the multipath
scattering mechanisms in the image domain. As compared to the
flat surface case, the multipath scattering spots appear as blurred
images due to diffraction effects of the surface roughness.

IV. CONCLUSION

Backscatter responses of breaking waves have been studied
through numerical calculations. Time-domain results and radar
images showed the importance of the geometrical shape of

the breaking region and multipath scattering effects associated
with single- and double-bounce scattering terms. Due to strong
bistatic contributions from the breaking region for some wave
profiles (after wave-9), not only direct scattering from the
breaking part of the wave affects the scattering, but also the
multipath returns contribute to the overall radar cross sections.
Wave-12 shows the largest HH/VV ratio (about 20 dB when
compared between the single-bounce term in HH and direct
backscattering term in VV) due to a null behavior of VV direct
backscattering from the breaking region and strong multipath
returns for HH.

Ray-tracing analysis confirmed the origin of additional radar
image points observed below the surface boundary, revealing
that the four-path model can be used as a basic model to predict
the main scattering mechanisms from breaking waves. Image
studies of small-scale roughness effects have also been con-
ducted, and they showed the effect of the roughness on HH and
VV images and on multipath scattering terms. To reduce the
overall computation time, a simple interpolation algorithm over
surface currents was applied, and aliasing effects observed in
radar images formed by undersampled frequency data were suc-
cessfully removed without degrading the main scattering fea-
tures. Though computational requirements make it difficult to
obtain finer resolution images, results show that image studies
can improve the understanding of basic scattering mechanisms
involved in scattering from breaking waves.
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