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Abstract—Previous studies have demonstrated that the West m° T T T
et al. numerical model for nonlinear hydrodynamic evolution of 2.l — 3.0m/s |
a sea surface produces significant features in calculated L-band e ----40m/s
backscattered Doppler spectra compared to a linear sea surface =-10f '
evolution model. These prior comparisons were limited, however, 'g 5

to a maximum wind speed of 2.0 m/s due to failure of the Wegt al.
algorithm when steep short-wave features formed on the surface.
Inthis paper, L-band Doppler spectra with the Westet al.model are
reported for wind speeds up to 5.0 m/s through the use of a curva-
ture filter to reduce these steep short waves. The higher wind speed
results again show significant deviations from those reported with
a linear hydrodynamic model, including increased spectral broad-
ening and polarization dependencies.
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I. INTRODUCTION Doppler Frequency (Hz)

ACKSCATTERED radar returns from a time-varyingrig. 1. Doppler spectra for normal incidence (VV polarization shown).
ocean surface are distributed into a spectrum through the

Doppler effect; this phenomenon has important implications fgfe sea surface, and a nonlinear distortion of the surface profile

many remote sensing systems. Scattering predictions based OBty horizontal and vertical directions. The Westt al.

the first-order small perturbation method and a linear model g, el however, was also found to suffer from instabilities at

the sea surface produce a single Doppler frequency COMPONgIMy speeds greater than about 2.0 m/s in these simulations,
at the temporal frequency of the Bragg wave in the surfagge 1o the formation of steep short waves that invalidate the
spectrum. Measured microwave Doppler spectra, howevgte of the slope expansion implicit within the algorithm. An
show more features than a single Bragg line, and also exhibjfarnative nonlinear hydrodynamic model not considered here
complex incidence angle and polarization dependencies. MQ&,2cad on the Zakharov equation explored in [5].

realistic models for backscattered Doppler spectra require both, inis paper, further coupled hydrodynamic and electro-

more accurate electromagnetic scattering models and mgfeqnetic simulations are described that extend the previous
accurate simulations of ocean surface dynamics, which @it up to wind speed 5.0 m/s. This is accomplished through
inherently nonlinear. _ the inclusion of a curvature filter in the West al. model.
Combined numerical hydrodynamic and electromagneliinough the maximum wind speed of 5 m/s considered here

Monte Carlo simulations with one-dimensional (1-D) surfacggmains somewhat less than the global oceanic average of
[1], [2] have recently demonstrated a significant influence &f /s the results obtained provide information beyond the
nonlinear hydrodynamics on L-band backsg:attering. JOhesor’previous 2-m/s cases. The basic hydrodynamic algorithm and
al. [2] employed the Wesgt al. hydrodynamic model [3], and ¢,ryature filter are discussed in the next section, and Section III

demonstrated strong Doppler spectrum broadening compafedsents Doppler spectra for wind speeds 3.0, 4.0, and 5.0 m/s
to alinear model and to the Creanetil. model [4]. Additional 4 incident angles of Q 40°, and 80. The influence of the

results included some evidence of reverse traveling feature%lﬂvature filter is examined in Section IV. The data will make

it clear that the scattering mechanisms for vertical (VV) and
Manuscript received September 10, 2002; revised March 24, 20d30rizontal (HH) polarizations are dissimilar, with horizontal
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Fig. 3. Doppler spectra for VV polarization (a) 4@and (b) 80.
(b)

Fig. 2. Doppler spectra for HH polarization (a)°48nd (b) 80. . . . .
Methods for suppressing breaking waves in numerical

models have been considered in the literature. Subraetahi

[2]. Note that effects due to viscosity and surface tension are 16t proposes a local curvature threshold as a means of detecting
included herein. For a given initial condition, an exact solutiogotential problematic surface points to improve stability of
to these equations is unknown, making a numerical solutiondiiokes wave simulations. This approach is adapted here by
the form of a time-stepping process necessary to determine gagculating the local curvature(z) at each surface point, and
time evolution forh, the surface profile, and, the velocity po- then by scalings(z) by a, the maximum amplitude of the
tential on the surface. The primary difficulty in this process isurface profile at the time step considered. The multiplication
evaluating th@¢ /0 term, sincep is only known on the surface. of ;(z) by a is intended as a means to introduce dependence on
The West method addresses this problem with a perturbatig@ surface profile’s height when tagging problematic surface

series for the vertical velocity componeht/0z. The resulting points. For a 1-D surfack(x), x(z) can be written as
expansion is in terms of surface slope, and therefore experiences ()]
xr

poor convergence in regions where local slopes become large. K(z) = 57z
This approach is advantageous in that through the use of the fast [1 + (h/(x)ﬂ
Fourier transform (FFT) the computational demands are reason-

able,O(N log N), where N is the number of surface points.where’ indicates differentiation with respectia(implemented
Implied in this model is the use of a fixed, uniformly spaced pespectrally in the developed code). The threshold vekug) ,,.x

riodic grid, which prevents the capturing of overturning surfade a parameter of the detector. Observations of several surface
features. However, the model can still produce very steep sloesfile simulations described in Section IV showed a value of
in some cases. Retaining only the first two terms in the slofjé to be an effective indicator of points that would likely cause
series for these intervals will give unacceptable errors that wilie time evolution to fail at future time steps. To suppress prob-
cause the breakdown of the model. Therefore, the responsibili#yns associated with these points, an intervat f points cen-

of the curvature filter will be to ensure that the slope expansidered at each detected point is removed from both the surface
stays within regions of rapid convergence. profile h and velocity potentialp. The union of these deleted

@)
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TABLE |

AVERAGE NORMALIZED RADAR CROSSSECTIONS FORVARYING WIND SPEEDS

2289

Incidence Z | pol. | RCS (dB) 2.0m/s | RCS (dB) 3.0m/s | RCS (dB) 4.0m/s | RCS (dB) 5.0 m/s
0 (4% 15.83 2.463 1.284 1.045
40 Vv -22.91 —22.61 —22.40 —22.77
80 (4% -31.25 -30.71 -30.14 —30.66
0 HH 15.81 2.594 1.411 1.164
40 HH —28.63 —27.79 —27.786 —28.29
80 HH —56.43 -53.03 -50.891 —50.88

------- BeforeFCurvature Filter
—— After Curvature Filter

neighborhoods are replaced by spline interpolated values usit 3
the remaining surface profile and velocity potential points, re- s}
spectively. The valu€) is another parameter of the filter; tests
with several profiles for the simulations described in Section lllg o
showed a value of three points to be sufficient in preventing nug 0.15
merical breakdown. Note that the oversampling requirement irr;

plicit in the Westet al. method reduces the filter's influence for =

small ) values. The above procedure is applied at the concIL-‘cE» 0.05
sion of each time step. 9
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lll. RESULTS

urface He

The governing hydrodynamic partial differential equations?® -
are initialized with a realization of a Pierson—Moskowitz (P—M) s}
spectrum (as in [1] and [2]) and then advanced in time using

0.2 1 i 1 I i

fourth-order Adams—Bashforth predictor-corrector scheme. Nc 0 20 40 6({ 80 100
tice that the wind speed enters into the model only through the x (meters)
initial surface wave spectrum: no wind forcing terms are in- @

T T T T T T

------- Before Curvature Filter |-
—— After Curvature Filter

cluded in the simulation. An adjustment period is included ir
order to gradually turn on the nonlinear terms to avoid a mis
match of initial conditions, since the initigl(x,t = 0) is ob-
tained linearly fromi(z,t = 0) [7]. This “ramp-up” scheme
multiplies the nonlinear terms appearing in the hydrodynam
equations by

016
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o
T

urface Height h(x) (meters)

©
>
T

R(t) =1— e /T’ )

o
@

wheret denotes time in seconds, afiglis the period of adjust-
ment. The length of the adjustment period used,is= 3.94 s
(i.e., T, = 1.5 s such thaR(T,) = 0.999), and only afterward
do the electromagnetic scattering computations begin. Tern®
up to fourth-order in the Watson—West expansion are includet

011

and to limit spectral content a spatial high-frequency cut-off o °'f A ; i
k, = 109 rads/m is used (as in [2]). Electromagnetic scattering ) 5 % 38 20 a2 pn
calculations again use the two-dimensional method of momen.. x (meters)

numerical procedure described in [2] to compute L-band (23-cm (b)

wavelength) backscattering under “tapered beam” illuminatify. 4. surface profile (4 m/s) before and after application of curvature filter.
with an impedance boundary condition model of the sea watéx) Entire profile. (b) Partial profile.

Backscattered field Doppler spectra are then computed at
wind speeds 3.0, 4.0, and 5.0 m/s, and for observation angle€afrlo simulation is accomplished in parallel by running each
0°, 4, and 80 from normal incidence. The same 117.81-nsurface realization on a separate node of the system.
surface, discretized into 16 384 points, is used for all angles toResults in Figs. 1-3 forQ 40°, and 80 show Doppler
avoid diffraction effects at the largest observation angle andgpectra that are broader than those observed in the previous
avoid hydrodynamic aliasing problems in the Bragg spectral0-m/s wind speed study [2]; note the Bragg frequencies
region. Doppler spectra are computed from 256 backscatteradrked by the dashed—dotted lines. For normal incidence, the
field time samples spaced in intervals of 20 ms. This is petesults are shown in Fig. 1 for increasing wind speeds. The
formed for an ensemble of 64 distinct surface realizations. Bgattering at this angle is dominated by specular reflection, and
using the computing resources at the Maui High Performanee polarization influence is seen. The bandwidth of the spectra
Computing Center, Maui, HI (www.mhpcc.edu), the Monteloes vary, however, and is proportionate to the wind speed.
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Fig. 6. Calculated Doppler spectra for different value€)ofVvV pol. at 80°
Fig. 5. Calculated Doppler spectra for different value$rf) max - incidence shown).

Figs. 2 and 3 consider the 4@nd 80 cases for both polariza- TABLE I
tions. For these angles, stronger evidence of reverse traveling FILTER OPER‘S;SE'f;’g;fg;?;ﬁ,?ﬁ;‘l'ﬁgfg :ﬁ?‘i WITH EACH
features (i.e., the plateau at positive Doppler frequencies) in

the surface is evident as the wind speed is increased, especi Wind Speed (m/s) 2.1 [ 30 40 [ 50
for the VV spectra. The spectrum shown in Fig. 2(b) possess % of time steps filter activated .093 [ 4.44 ] 30.0 | 57.23
slightly greater bandwidth, and stronger positive frequen(_Mean # of points deleted upon activation | 7.00 | 7.63 | 15.3 | 19.2

content when compared to the result obtained in [1] for 5 m/s

at 8Q incidence using the Creametal. hydrodynamic model. : .
. . 7 steep waves, however, comprise a relatively small percentage
The adjustment period paramefgr was varied in order to en- : . . .
of the sea surface, as Fig. 4 exemplifies. Assessing the influ-

sure that the resultant Doppler spectra were not being aﬁeCtgn'ce of this filter on surface hydrodynamic evolution is difficult

It was found thatl, had almost no influence on the Doppler. . . . .
O ; ._gjven the complexity of the nonlinear equations. Of course, it
spectrum, and this is suggestive that the features present ind

. s Gesirable to minimize the influence so that no strong non-
spectra such as reverse traveling waves are not generate

by~ . .
the initial conditions. ph)ysmal effects are introduced. Doppler spectra results varying
Table | displays the average normalized radar cross section

th%qvalues of ka)max @and@ can be used to provide some in-
(RCS) for increasing wind speeds for both VV and HH polars-'g tinto fl!ter influence. Figs. 5 and 6 show that as the filter is
izations. The data shows the RCS at 5 m/s to be within adeciturlned off, i.e., ag) — 0 apd(ma)max o0 thg resulta'nt'vv
’ o lE)eoppler spectra at 80incidence show only minor variations.
of the result for the 4.0-m/s case af4hd 80 incidence. Com- .
. . . . When(ka)max = 20, more nonlinear effects and reverse waves
paring the RCS for HH at 80against the different wind speeds,ﬁlre observed in the Doppler spectra, while dr= 10 these

it is revealed that from 2.0-3.0 m/s the RCS increases by more .
than 3 dB. and then increases by iust over 2 dB as the wind s eea ures become more subdued. It is also apparent that the value
' y) PEFY has a slightly greater influence on the reverse wave part

grows _to .4'0 m/s. This qb;erved saturation of the RCS is fouggthe spectrum than does the threshold level. These Doppler
to be similar to the predictions of two-scale theory. For compar-

ison, the two-scale theory with the initial P—M spectrum repor%Dectra are obtained via Monte Carlo simulations as described

for 8C° incidence and wind speeds of 4 and 5 m/s RCS valueslgfsecnon .

—54.7 and-54.1 dB respectively for the HH case, an81.71 S.tat'StICS on the number of p0|_nts mod|f|(_ad and the frequency
of filter operations can also provide some information. Table I
and —31.66 dB for VV.

reveals the extent of the filter's modification to the surface. This
data was compiled usin@ = 3, (ka)max = 11, and with
16 384 points per profile. The 3-m/s case shows that the filter
To investigate the hydrodynamic effects of the curvature filtés required significantly less than for the higher wind speed sur-
several Monte Carlo simulations were performed with the filtdaces where unstable structures are more likely to form on the
in place in order to determine its influence on such quantities sisrface. For wind speeds under about 2 m/s, the hydrodynamic
Doppler spectra, surface profile, etc. Fig. 4 illustrates a sampede is stable, and no filtering is necessary. For a limiting case
surface realization before and after the curvature filter is appliagsing wind speed of 2.1 m/s, the curvature filter seldom acti-
and shows the suppression of steep short-wave features achieatds, and when it does only the minimum number of points
by the filter. Itis clear that the filter is modifying the surface proare interpolated. Even though the number of points being mod-
file h(z,t) so that these simulations can be continued. Thesied increases with wind speed, their relatively small values

IV. FILTER ISSUES
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influence.

(e.g., at worst case an average of 0.12% of the surface poiRtS10. Currents induced on profile at time 5.34 s; note peak for HH at 62 m.
are modified per time step) suggest that the overall influence of

the filter on the Doppler spectrum may only be minor. Itis im- To begin testing this idea, the local HH Doppler spectrum is
portant to note, however, that this simulation does not capture . . . )
. . L omputed for each time step. This was accomplished by passing
overturning waves. Therefore, any possible contributions to tfie ; . ;
. e scattered field data through a Gaussian window, whose peak
Doppler spectrum due to these features are not included. . . . :
is centered at the time step currently being considered, before
computing the Doppler spectrum. The 3-dB bandwidth of the
Gaussian window is six time samples. In Fig. 9 the normalized
Polarization dependencies become observable as the incidéHtlocal Doppler spectrum is plotted as a function of both time
angle is tilted away from normal, with HH showing a largeand frequency. As was seen in Fig. 8 the peak for the HH spec-
mean Doppler shift than VV. Fig. 7 illustrates this for°80 trum is atf ~ —9.33 rads/s, and now looking at Fig. 9 for the
incidence at 5.0 m/s. These results appear to capture samef a relative maximum is observed at time step 110 (i.e.,
of the “fast-scatterering” phenomena observed in measurgi 5.34 s). This region indicates an interval of time where
sea backscattering data. More insight concerning the sourt®s contribution to this peak is significant, and in order to pin-
of these “fast scatterers” can be gained by considering theint where on this surface the scattering center is, the electric
backscatter from just a single realization. Fig. 8 is a plaurrents induced on the profile for both polarizations are exam-
of a single realization Doppler spectrum showing a largaed. In Fig. 10, the peak at 62 m for both VV and HH is
polarization difference. The non-Bragg scattering mechanismesadily apparent. For the HH case, this maximum is the dom-
responsible for this effect, unlike Bragg scattering, are thoughiant feature in the plot. For VV the peak is still visible, but

to be localized in space and time (e.g., see [8]). is accompanied by the stronger Bragg response. Upon exami-

V. “FAST SCATTERERS”
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Fig. 11. Profile at 5.34 s during time evolution of Fig. 8.
Fig. 13. Expanded view of the profile in Fig. 11.

due to the instability of the hydrodynamic algorithm. The West
et al. model has been shown to capture a larger amount of non-
linear interactions [2] such as profile distortion, reverse trav-
eling waves, etc. At higher wind speeds, these nonlinear inter-
actions were shown to become more pronounced. In particular,
polarization differences at low grazing angles were observed.
Moreover, some evidence for identifying a possible source of
this effect was presented from the numerical data for a spe-
cific case. These results work to increase understanding of sea
surface electromagnetic scattering and will aid in improving
sea-based remote sensing systems.

dh/dx
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